TRANSFORM CALCULUS, FOURIER SERIES AND NUMERICAL TE CHNIQUES
(Effective from the academic year 2018 -2019)
SEMESTER - Il
Course Code 18MAT31 CIE Marks 40
Number of Contact Hours/Week 2:2:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18MAT31) will enable students

 To have an insight into Fourier series, Fouriendfarms, Laplace transforms, Differen

equations and Z-transforms.

 To develop the proficiency in variational calculasd solving ODE’s arising in engineeril

applications, using numerical methods.

9

Module 1 Contact
Hours

Laplace Transform: Definition and Laplace transforms of elementaryctioms (statemeni| 08

only). Laplace transforms of Periodic functionsa{stment only) and unit-step function| —

problems.

Inverse Laplace Transfornmt Definition and problems, Convolution theoremitaifthe

inverse Laplace transforms (without Proof) and f@wais. Solution of linear differential

equations using Laplace transforms.

RBT: L2, L3

Module 2

Fourier Series. Periodic functions, Dirichlet's condition. Fourieseries of periodi| 08

functions period 271 and arbitrary period. Half range Fourier seriesacBcal harmonig

analysis.

RBT: L1, L2

Module 3

Fourier Transforms: Infinite Fourier transforms, Fourier sine and cediransforms 08

Inverse Fourier transforms. Problems.

Difference Equations and Z-Transforms: Difference equations, basic definition, |z-

transform-definition, Standard z-transforms, Damgpand shifting rules, initial value and

final value theorems (without proof) and problerimserse z-transfornand applications to

solve difference equations.

RBT: L1, L2

Module 4

Numerical Solutions of Ordinary Differential Equations(ODE’s): 08

Numerical solution of ODE'’s of first order and fidegree- Taylor’'s series method, Modified

Eulers method. Runge - Kutta method of fourth esrdMilne’s and Adam-Bashforth

predictor and corrector method (No derivationsaofrfulae)-Problems.

RBT: L1, L2




Module 5

Numerical Solution of Second Order ODE’s Runge-Kutta method and Milne’s predict | 08
and corrector method. (No derivations of formulae).

Calculus of Variations: Variation of function and functional, variationaioplems, Euler’s
equation, Geodesics, hanging chain, problems.

RBT:L1,L2, L3

Course Outcomes The student will be able t

* Use Laplace transform and inverse Laplace transfarsolving differential/ integral equatig
arising in network analysis, control systems ariofields of engineering.

* Demonstrate Fourier series to study the behavibpedodic functions and their applications
system communications, digital signal processirdjfaeid theory.

* Make use of Fourier transform and Z-transform hastrate discrete/continuous function aris
in wave and heat propagation, signals and systems.

* Solve first and second order ordinary differendi@liations arising in engineering problems us
single step and multistep numerical methods.

» Determine the extremals of functionals ustaiculus of variations and solve problems
arising in dynamics of rigid bodies and vibratioratalysis.

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. E. Kreyszig, Advanced Engineering Mathematics, Miey & Sons,10™ Edition, 201
2. B.S. Grewal, Higher Engineering Mathematics, KhaRohlishers, 42 Edition, 2017
3. Srimanta Pal et al , Engineering Mathematics, Qkfdniversity Press,'8 Edition, 2016

Reference Books

1. C.Ray Wylie, Louis C.Barrett , Advanced Engineerigthematics, McGra-Hill Book Co, €"
Edition, 1995

2. S.S.Sastry, Introductory Methods of Numerical AsidyPrentice Hall of India,"4Edition 2010

3. B.V.Ramana, Higher Engineering Mathematics, McGHiik-11" Edition,2010

4. N.P.Bali and Manish Goyal, A Text Book of EngiriegrMathematics, Laxmi Publications” 6
Edition, 2014

Web links and Video Lectures:

1. http://nptel.ac.in/courses.php?disciplinelD=111
2. http://www.class-central.com/Course/math(MOOCS)
3. http://academicearth.org/
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ADDITIONAL MATHEMATICS — |
(Mandatory Learning Course: Common to All Programmees)
(A Bridge course for Lateral Entry students underDiploma quota to BE/B.Tech programmes)

(Effective from the academic year 2018 -2019)

SEMESTER - Il
Course Code 18MATDIP31 CIE Marks 40
Number of Contact Hours/Week 2:1:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS - 00

Course Learning Objectives:This course (18MATDIP31) will enable students

e To provide basic concepts of complex trigonometrgctor algebra, differential and integral
calculus.
» To provide an insight into vector differentiationdefirst order ODE'’s.

Module 1 Contact
Hours

Complex Trigonometry: Complex Numbers: Definitions and properties. Maduand| 08
amplitude of a complex number, Argand’s diagram;NDmvre’s theorem (without proof).

Vector Algebra: Scalar and vectors. Addition and subtraction aaétiptication of vectors-
Dot and Cross products, problems.

RBT: L2, L2

Module 2

Differential Calculus: Review of successive differentiat-illustrative examples| 08
Maclaurin’s series expansions-lllustrative exampiartial Differentiation: Euler's theorem
problems on first order derivatives only. Total idatives-differentiation of composit
functions. Jacobians of order two-Problems.

[¢)

RBT: L1, L2

Module 3

Vector Differentiation : Differentiation of vector functions. Velocity aratceleration of ¢ 08
particle moving on a space curve. Scalar and vgmort functions. Gradient, Divergenge,
Curl-simple problems. Solenoidal and irrotationattor fields-Problems.

RBT: L1, L2

Module 4

Integral Calculus: Review of elementary integral calcult Reduction formulae for s"x, | 08
cosx (with proof) and sifix cosx (without proof) and evaluation of these with stard
limits-Examples. Double and triple integrals-Simelamples.

RBT: L1, L2

Module 5

Ordinary differential equations (ODE'’s. Introductior-solutions of first order and fir: 08
degree differential equations: exact, linear défaial equations. Equations reducible to eXact
and Bernoulli's equation.

RBT: L1, L2




Course Outcomes The student will be able t

Apply concepts of complex numbers and vector algédanalyze the problems arising in relaf
area.

Use derivatives and partial derivatives to cal@itate of change of multivariate functions.
Analyze position, velocity and acceleration in tarad three dimensions of vector valued
functions.

Learn techniques of integration including the eatibn of double and triple integrals.
Identify and solve first order ordinary differenteguations.

Question Paper Pattern:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions coveatighe topics under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Textbooks:

1. B.S. Grewal, Higher Engineering Mathematics, KhaRohlisher, 43° Edition, 201!

Reference Books

1. E. Kreyszig, Advanced Engineering Mathematics, Miley & Sons,10™ Edition, 2011
2. N.P.Bali and Manish Goyal, A Text Book of EngiriegrMathematics, Laxmi Publications” 6

3. Rohit Khurana , Engineering Mathematics Vol.l, Cayey Learning, L Edition, 2015.

Edition, 2014




DATA STRUCTURES AND APPLICATIONS
(Effective from the academic year 2018 -2019)

SEMESTER - 1lI
Course Code 18CS32 CIE Marks 40
Number of Contact Hours/Week 3:2:0 SEE Marks 60
Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18CS32) will enable student

» Explain fundamentals of data structures and tigtieations essential for programming/probilg
solving.

» lllustrate linear representation of data structugtack, Queues, Lists, Trees and Graphs.

» Demonstrate sorting and searching algorithms.

» Find suitable data structure during applicationed@yment/Problem Solving.

Module 1 Contact
Hours

Introduction : Data Structures, Classifications (Primitive & Norinfittive), Data structuri| 10
Operations, Review of Arrays, Structures, Self-Raféal Structures, and Unions. Pointers
and Dynamic Memory Allocation Functions. Repreatiah of Linear Arrays in Memory,
Dynamically allocated arrays.

Array Operations: Traversing, inserting, deleting, searching, amdirsg. Multidimensiona
Arrays, Polynomials and Sparse Matrices.

Strings: Basic Terminology, Storing, Operations and Pattédatching algorithms
Programming Examples.

Textbook 1: Chapter 1: 1.2, Chapter 2: 2.2 - 2.7 D& Textbook 2: Chapter 1: 1.1 - 1.4,
Chapter 3: 3.1 - 3.3, 3.5, 3.7, Ch apter 4: 4.4-9, 4.14 Reference 3: Chapter 1: 1.4
RBT: L1, L2, L3

Module 2

Stacks: Definition, Stack Operations, Array Representatbistacks, Stacks using Dynan| 10
Arrays, Stack Applications: Polish notation, Infoxpostfix conversion, evaluation of postfix
expression.
Recursion - Factorial, GCD, Fibonacci Sequence, Tower of dilaAckerman's function|
Queues: Definition, Array Representation, Queue Operatio@fcular Queues, Circula
gueues using Dynamic arrays, Dequeues, Priorityu€sjeA Mazing Problem. Multipl
Stacks and Queues. Programming Examples.

Textbook 1: Chapter 3: 3.1 -3.7 Textbook 2: Chapte6: 6.1 -6.3, 6.5, 6.7-6.10, 6.12, 6.13
RBT: L1, L2, L3

=
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Module 3

Linked Lists: Definition, Representation of linked lists in MemipiMemory allocation| 10
Garbage Collection. Linked list operations: Trairegs Searching, Insertion, and Deletion.

Doubly Linked lists, Circular linked lists, and et linked lists. Linked Stacks and Queues.
Applications of Linked lists — Polynomials, Spars®trix representation. Programming
Examples

Textbook 1: Ch apter 4: 4.1 — 4.6, 4.8, Textbook £h apter 5: 5.1 — 5.10,
RBT:L1,1L2,L3

Module 4

Trees: Terminology, Binary Trees, Properties of Binary ese Array and linke/| 10
Representation of Binary Trees, Binary Tree Traalers Inorder, postorder, preorder;
Additional Binary tree operations. Threaded bingegs, Binary Search Trees — Definition,




Insertion, Deletion, Traversal, Searching, Applicatioh Tree-Evaluation of Expressiol
Programming Examples

Textbook 1: Chapter 5: 5.1 -5.5, 5.7; Textbook 2: laapter 7: 7.1 - 7.9

RBT: L1, L2,L3

Module 5

Graphs: Definitions, Terminologies, Matrix and Adjacentist Representation Of Grapt| 10
Elementary Graph operations, Traversal methodsaddhe First Search and Depth Fifst
Search.

Sorting and Searching Insertion Sort, Radix sort, Address CalculatiantS

Hashing: Hash Table organizations, Hashing Functions, Statd Dynamic Hashing.
Files and Their Organization: Data Hierarchy, File Attributes, Text Files and &in Files,
Basic File Operations, File Organizations and Iriigx

Textbook 1: Chapter 6 : 6.1 —6.2, Chapter 7:7.2, Gipter 8 : 8.1-8.3

Textbook 2: Chapter 8 : 8.1 — 8.7, Chapter 9: 9.9:3, 9.7, 9.9

Reference 2: Chapter 16 : 16.1 - 16.7

RBT:L1,L2,L3

Course Outcomes The student will be able t

Apply searching and sorting operations on files

Use different types of data structures, operatanbsalgorithms

Use stack, Queue, Lists, Trees and Graphs in probtdving
Implement all data structures in a high-level laaggifor problem solving.

Question Paper Pattern

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions covesdtighe topics under a module.

The students will have to answer 5 full questiae$ecting one full question from each module.

Textbooks:

1.

Ellis Horowitz and Sartaj Sahni, Fundamentals ofelBtructures in C,"® Ed, Universities Pres
2014.

2. Seymour Lipschutz, Data Structures Schaum's OstliRevised L Ed, McGraw Hill, 2014.
Reference Books:

1. Gilberg & Forouzan, Data Structures: A Pse-code approach with C™ Ed, Cengag
Learning,2014.

2. Reema Thareja, Data Structures using'ﬁ:EG, Oxford press, 2012.

3. Jean-Paul Tremblay & Paul G. Sorenson, An Intrddadb Data Structures with Applications,
2" Ed, McGraw Hill, 2013

4. A M Tenenbaum, Data Structures using C, PHI, 1989

5. Robert Kruse, Data Structures and Program Desigh B Ed, PHI, 1996.




ANALOG AND DIGITAL ELECTRONICS
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Course Code 18CS33 CIE Marks 40
Number of Contact Hours/Week 3:0:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS33) will enable student:

» Explain the use of photoelectronics devices, 55&tilC, Regulator ICs and uA741 opamap IC
» Make use of simplifying techniques in the desigrahbinational circuits.

» lllustrate combinational and sequential digitatuits

» Demonstrate the use of flipflops and apply for segyis

» Design and test counters, Analog-to-Digital andifalgo-Analog conversion techgniues.

Module 1 Contact
Hours

Photodiodes, Light Emitting Diodes and Optocoup|B&T Biasing :Fixe bias ,Collector t(| 08
base Bias , voltage divider bias, Operational AfigsliApplication Circuits: Multivibrators
using IC-555, Peak Detector, Schmitt trigger, AetiVilters, Norkinear Amplifier,
Relaxation Oscillator, Current-to-Voltage and Vghao-Current Converter , Regulated
Power Supply Parameters, adjustable voltage regulatto A and A to D converter.

Text Book 1 :Part A:Chapter 2(Section 2.9,2.10,2.)1l Chapter 4(Section 4.2
,4.3,4.4),Chapter 7 (section (7.2,7.3.1,7.4,7.6 #%11), Chapter 8 (section (8.1,8.5
Chapter 9

RBT: L1, L2

Module 2

Karnaugh maps: minimum forms of switching functiohgo and three variable Karnau| 08
maps, four variable karnaugh maps, determinatiomioimum expressions using essential
prime implicants, Quine-McClusky Method: determiaatof prime implicants, The prime
implicant chart, petricks method, simplification dficompletely specified functions
simplification using map-entered variables

Text book 1:Part B: Chapter 5 ( Sections 5.1 to 5)4Chapter 6(Sections 6.1 to 6.5)

RBT: L1, L2

Module 3

Combinational circuit design and simulation usirajeg: Review of Combinational circi| 08
design, design of circuits with limited Gate Fan;Bate delays and Timing diagrams,
Hazards in combinational Logic, simulation anditesbf logic circuits

Multiplexers, Decoders and Programmable Logic Devidvultiplexers, three state buffers,
decoders and encoders, Programmable Logic devieesgrammable Logic Array$
Programmable Array Logic.

Text book 1:Part B: Chapter 8,Chapter 9 (Sections 4 to 9.6)

RBT: L1, L2




Module 4

Introduction to VHDL: VHDL description of combinafal circuits, VHDL Models fo| 08
multiplexers, VHDL Modules.

Latches and Flip-Flops: Set Reset Latch, GatedhestcEdge-Triggered D Flip Flop 3,9R
Flip Flop, J K Flip Flop, T Flip Flop, Flip Flop i additional inputs, Asynchronous
Sequential Circuits

Text book 1:Part B: Chapter 10(Sections 10.1 to 18),Chapter 11 (Sections 11.1 to 11.9)

RBT: L1, L2

Module 5

Registers aniCounters: Registers and Register Transfers, Phfadider with accumulatoi| 08
shift registers, design of Binary counters, coufer other sequences, counter design using
SR and J K Flip Flops, sequential parity checkmtegables and graphs

Text book 1:Part B: Chapter 12(Sections 12.1 to 12),Chapter 13(Sections 13.1,13.3

RBT: L1, L2

Course Outcomes The student will be able t

» Design and analyze application of analog circusisgi photo devices, timer IC, power supply
and regulator IC and op-amp.

» Explain the basic principles of A/D and D/A converscircuits and develop the same.

»  Simplify digital circuits using Karnaugh Map , a@diine-McClusky Methods

» Explain Gates and flip flops and make us in desigdifferent data processing circuits, registg
and counters and compare the types.

» Develop simple HDL programs

Question Paper Pattern:

» The question paper will have ten questions.

« Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Charles H Rotanc Larry L Kinney, Analog and Digital Electronics, Gmyge Learning,20:

Reference Books:

1. Anil K Maini, Varsha Agarwal, Electronic Devicesdg@ircuits, Wiley, 201:

2. Donald P Leach, Albert Paul Malvino & Goutam Sabaital Principles and Applications"§
Edition, Tata McGraw Hill, 2015.

3. M. Morris Mani, Digital Design, % Edition, Pearson Prentice Hall, 2008.

4. David A. Bell, Electronic Devices and Circuitd! Bdition, Oxford University Press, 2008

2I'S




COMPUTER ORGANIZATION
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Course Code 18CS34 CIE Marks 40
Number of Contact Hours/Week 3:0:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18C4) will enable students t

» Explain the basic sub systems of a computer, thiganization, structure and operation.

» lllustrate the concept of programs as sequencegohine instructions.

» Demonstrate different ways of communicating with tevices and standard I/O in
» Describe memory hierarchy and concept of virtuainmey.

» Describe arithmetic and logical operations witlegar and floating-point operands

terfaces.

» lllustrate organization of a simple processor, |ngel processor and other computing systems.

Module 1 Contact
Hours

Basic Structure of Computers Basic Operational Concepts, Bus Structures, Pednoe— | 08

Processor Clock, Basic Performance Equation, ClBelte, Performance Measurement.

Machine Instructions and Programs: Memory Location and Addresses, Memory

Operations, Instructions and Instruction Sequencidgidressing Modes, Assembly

Language, Basic Input and Output Operations, StacksQueues, Subroutines, Additional

Instructions, Encoding of Machine Instructions

Text book 1: Chapterl — 1.3, 1.4, 1.6 (1.6.1-1.6 46.7), Chapter2 — 2.2 to 2.10

RBT:L1,L2, L3

Module 2

Input/Output Organization: Accessing I/O Devices, Interruf— Interrupt Hardware, Dire(| 08

Memory Access, Buses, Interface Circuits, Standé®dinterfaces — PCl Bus, SCSI Buys,

USB.

Text book 1: Chapterd — 4.1, 4.2, 4.4, 4.5, 4.674.

RBT:L1,L2,L3

Module 3

Memory System: Basic Concepts, Semiconductor RAM Memories, Realy ®emories,| 08

Speed, Size, and Cost, Cache Memories — Mappingtieas, Replacement Algorithms,

Performance Considerations.

Text book 1: Chapter5 —5.1t0 5.4, 5.5 (5.5.1, 2%, 5.6

RBT:L1,L2,L3

Module 4

Arithmetic: Numbers, Arithmetic Operations and Giwers, Addition and Subtraction | 08

Signed Numbers, Design of Fast Adders, Multiplimatiof Positive Numbers, Signed

Operand Multiplication, Fast Multiplication, Integ@ivision.

Text book 1: Chapter2-2.1, Chapter6 — 6.1 to 6.6

RBT:L1,L2, L3




Module 5

Basic Processing Unit Some Fundamental Concepts, Execution of a Comfsistauction,| 08
Multiple Bus Organization, Hard-wired Control, Micprogrammed Control.
Pipelining: Basic concepts of pipelining

Text book 1: Chapter7, Chapter8 — 8.1

RBT:L1,L2, L3

Course Outcomes The student will be able t

» Explain the basic organization of a computer system

» Demonstrate functioning of different sub systermushsas processor, Input/output,and memory.

» lllustrate hardwired control and micro programmedtcol, pipelining, embedded and other
computing systems.

» Design and analyse simple arithmetic and logicébun

Question Paper Pattern

» The question paper will have ten questions.

« Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Carl Hamacher, Zvonko Vranesic, Safwat Zaky, Compudrganization, 5th Edition, Ta
McGraw Hill, 2002. (Listed topics only from Chapiet, 2, 4, 5, 6, 7, 8, 9 and12)

Reference Books:

1. William Stallings: Computer Organizati& Architecture, " Edition, Pearson, 201




SOFTWARE ENGINEERING
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Course Code 18CS35 CIE Marks 40
Number of Contact Hours/Week 3:0:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS.) will enable students t

Outline software engineering principles and adgsiinvolved in building large software
programs.ldentify ethical and professional issuabsexplain why they are of concern to softwa
engineers.

Explain the fundamentals of object oriented corsept

Describe the process of requirements gatheringinergents classification, requirements
specification and requirements validation. Diffdiate system models, use UML diagrams an
apply design patterns.

Discuss the distinctions between validation testing defect testing.

Recognize the importance of software maintenandedascribe the intricacies involved in
software evolution.Apply estimation techniques,esitiie project activities and compute pricin
Identify software quality parameters and quantdftware using measurements and metrics. L

software quality standards and outline the prastioeolved.

Are

.
ist

Module 1 Contact
Hours

Introduction : Software Crisis, Need for Software Engineeringofé&ssional Softwar| 08

Development, Software Engineering Ethics. Casei&ud

Software ProcessesModels: Waterfall ModelSec 2.1.1) Incremental Mode(Sec 2.1.2

and Spiral Mode{Sec 2.1.3)Process activities.

Requirements Engineering Requirements Engineering Procesg&isap 4) Requirements

Elicitation and AnalysigSec 4.5) Functional and non-functional requiremefggc 4.1) The

software Requirements DocumeriSec 4.2) Requirements SpecificatiorfSec 4.3)

Requirements validatiofsec 4.6) Requirements Managemegi®tec 4.7)

RBT:L1,L2,L3

Module 2

What is Object orientation? What is OO developm& @ Themes; Evidence for usefulni| 08

of OO development; OO modelling history. Modelliag Design technique: Modelling;

abstraction; The Three modelstroduction, Modelling Concepts and Class Modelliy:
What is Object orientation? What is OO developm& @ Themes; Evidence for usefulng

2SS

of OO development; OO modelling history. Modelliag Design technique: Modelling;
abstraction; The Three models. Class Modelling:e©bjand Class Concept; Link and
associations concepts; Generalization and InhegtaA sample class model; Navigation|of
class models;

Textbook 2: Ch 1,2,3.

RBT:L1,L2L3

Module 3

System Model: Context model(Sec 5.1. Interaction model(Sec 5.2. Structural model| 08

(Sec 5.3) Behavioral model§Sec 5.4) Model-driven engineerin(sec 5.5)

Design and Implementation Introduction to RURSec 2.4) Design PrinciplegChap 7).




Objec-oriented design using the UM(Sec 7.1. Design pattern(Sec 7.2. Implementatior
issueqSec 7.3)Open source developmdec 7.4)

RBT: L1, L2, L3

Module 4

Software Testin¢ Development testingSec 8.1, Tes-driven developmen(Sec 8.Z, | 08

Release testinfsec 8.3) User testingSec 8.4) Test AutomatiorfPage no 212)
Software Evolution: Evolution processeSec 9.1) Program evolution dynamig¢Sec 9.2)
Software maintenand&ec 9.3) Legacy system managemégec 9.4)

RBT: L1, L2, L3

Module 5

Project Planning: Software pricing(Sec 23.1. Plar-driven developmer(Sec 23.2.. Project| 08

scheduling(Sec 23.3) Estimation techniquefSec 23.5) Quality management Software

quality (Sec 24.1) Reviews and inspectior{Sec 24.3) Software measurement and metiics

(Sec 24.4) Software standardSec 24.2)

RBT:L1,L2, L3

Course Outcomes The student will be able t

Design a software system, component, or processndet desired needs within realis
constraints.

Assess professional and ethical responsibility

Function on multi-disciplinary teams

Use the techniques, skills, and modern engine¢oiolg necessary for engineering practice
Analyze, design, implement, verify, validate, impknt, apply, and maintain software systems
parts of software systems

tic
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Question Paper Pattern:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions covesdtighe topics under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Textbooks:

1.

lan Sommerville: Software Engineering, 9th Editid*earson Education, 2012. (Listed toy
only from Chapters 1,2,3,4, 5, 7, 8, 9, 23, and 24)

2. Michael Blaha, James Rumbaugh: Object OrientedeMiog and Design with UML,?' Edition,

Pearson Education,2005.

Reference Books

1. Roger S. Pressman: Software EngineeA Practitioners approach, 7th Edition, Tata McG

Hill.

2. Pankaj Jalote: An Integrated Approach to Softwargikeering, Wiley India




DISCRETE MATHEMATICAL STRUCTURES
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Course Code 18CS36 CIE Marks 40
Number of Contact Hours/Week 3:0:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS.) will enable students t

» Provide theoretical foundations of computer scidngeerceive other courses in the programme.
» lllustrate applications of discrete structuresidogelations, functions, set theory and counting
» Describe different mathematical proof techniques,

» lllustrate the importance of graph theory in congpgcience

Module 1 Contact
Hours

Fundamentals of Logic Basic Connectives and Truth Tables, Logic Eqeineé— The | 08
Laws of Logic, Logical Implication — Rules of Inferce. Fundamentals of Logic contd.: The
Use of Quantifiers, Quantifiers, Definitions ané tAroofs of Theorems.
Text book 1: Chapter2

RBT:L1,L2, L3

Module 2

Properties of the Integer: The Well Ordering Principl- Mathematical Inductior 08

Fundamental Principles of Counting: The Rules of Sum and Product, Permutations,
Combinations — The Binomial Theorem, Combinatioiith Repetition.

Text book 1: Chapter4 — 4.1, Chapterl

RBT:L1,L2, L3

Module 3

Relations and Function:: Cartesian Products and Relations, Funct- Plain and On-to- | 08
One, Onto Functions. The Pigeon-hole Principle, dion Composition and Inverse
Functions.
Relations: Properties of Relations, Computer Recognition -oAene Matrices and Directed
Graphs, Partial Orders — Hasse Diagrams, EquigalRelations and Partitions.

Text book 1: Chapter5 , Chapter7 —7.1to 7.4
RBT: L1, L2, L3

Module 4

The Principle of Inclusion and Exclusior. The Principle of Inclusion and Exclusio| 08
Generalizations of the Principle, Derangements -thiNg is in its Right Place, Roadk
Polynomials.

Recurrence Relations:First Order Linear Recurrence Relation, The SecOnder Linear
Homogeneous Recurrence Relation with Constant ©aeifs.

Text book 1: Chapter8 — 8.1 to 8.4, Chapter10 — 11).10.2
RBT: L1, L2, L3




Module 5

Introduction to Graph Theory : Definitions and Examples, Sub graphs, Complementd | 08

Graph Isomorphism,
Trees Definitions, Properties, and Examples, Routede$relrees and Sorting, Weighted

Trees and Prefix Codes

Text book 1: Chapterll —11.1to 11.2 Chapterl2}2.1t012.4

RBT:L1,L2, L3

Course Outcomes The student will be able t

e Use propositional and predicate logic in knowledggresentation and truth verification.

» Demonstrate the application of discrete structurehfferent fields of computer science.

» Solve problems using recurrence relations and géngrfunctions.

» Application of different mathematical proofs teatunés in proving theorems in the courses.
» Compare graphs, trees and their applications.

Question Paper Pattern:

» The question paper will have ten questions.

« Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Ralph P. Grimaldi:Discrete and Combinatorial Mathematics, 5th EdijtiBearson Educatio
2004.

Reference Books:

1. Basavaraj S Anami and Venakanna S Madalli: Disdvithematic— A Concept base
approach, Universities Press, 2016

2. Kenneth H. Rosen: Discrete Mathematics and its igpfbns, 6th Edition, McGraw Hill, 2007.

3. Jayant Ganguly: A Treatise on Discrete Mathemafgitalctures, Sanguine-Pearson, 2010.

4. D.S. Malik and M.K. Sen: Discrete Mathematical Stanes: Theory and Applications, Thomsg
2004.

5. Thomas Koshy: Discrete Mathematics with ApplicasioBlsevier, 2005, Reprint 2008.




ANALOG AND DIGITAL ELECTRONICS LABORATORY
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Course Code 18CSL37 CIE Marks 40
Number of Contact Hours/Week 0:2:2 SEE Marks 60
Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This course (18CSL.) will enable students t

This laboratory course enable students to getiped@xperience in design, assembly .
evaluation/testing of

Analog components and circuits including Operatidmaplifier, Timer, etc.
Combinational logic circuits.

Flip - Flops and their operations

Counters and registers using flip-flops.

Synchronous and Asynchronous sequential circuits.

A/D and D/A converters

Descriptions (if any):

Simulation packages preferred: Multisim, Models®pice or any other relevant.

For Part A (Analog Electronic Circuits) studentsaintrace the wave form on Tracing sheg
Graph sheet and label trace.

Continuous evaluation by the faculty must be cdrbig including performance of a student
both hardware implementation and simulation (if)eoy the given circuit.

A batch not exceeding 4 must be formed for condgdfie experiment. For simulation individy
student must execute the program.

ot /

in

al

Laboratory Programs:

PART A (Analog Electronic Circuits)

1. Design an astable multivibrator ciruit for threeses of duty cycle (50%, <50% and >5C
using NE 555 timer IC. Simulate the same for ang duty cycle.

2. Using ua 7410pamp, design a 1 kHz Relaxation Oscillator witl®dduty cycle. Anc
simulate the same.

3. Using ua 741 opamap, design a window comparateafiyr given UTP and LTP. Ar
simulate the same.

PART B (Digital Electronic Circuits)

4. Design and implement Haadder, Full Adder, Half Subtractor, Full Subtractieing basi
gates. And implement the same in HDL.

5. Given a «~variable logic expression, simplify it using appriape technique and realize t
simplified logic expression using 8:1 multiplexé&r. IAnd implement the same in HDL.

6. Realize a -K Master / Slave Fli-Flop using NAND gates and verify its truth tablend
implement the same in HDL.

7. Design and implement code converter I)Birto Gray (Il) Gray tc Binary Code using basi
gates.

8. Design ancimplement a mo-n (n<8) synchronous up counter usil-K Flip-Flop ICs anc
demonstrate its working.

9. Design and implement an asynchronous counter uingde counter IC to count up fron

to n (n<=9) and demonstrate on 7-segment displsipguC-7447)

Laboratory Outcomes: The student should be able

Use appropriate design equations / methods to néséggiven circuit.




» Examine and verify the design of both analog awitalicircuits using simulators.

» Make us of electronic components, ICs, instrumantstools for design and testing of circuits
for the given the appropriate inputs.

» Compile a laboratory journal which includes; ainglfinstruments/software/components used
design equations used and designs, schematicsaprdigting, procedure followed, relevant
theory, results as graphs and tables, interpratnagconcluding the findings.

Conduct of Practical Examination:

» Experiment distribution
o For laboratories having only one part: Studentsafiosved to pick one experiment from
the lot with equal opportunity.
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Tith equal opportunity.
» Change of experiment is allowed only once and mallk¢ted for procedure to be made zero q
the changed part only.
» Marks Distribution(Courseed to change in accoradance with universigyilations)
a) For laboratories having only one part — ProceduExecution + Viva-Voce: 15+70+15 =
100 Marks
b) For laboratories having PART A and PART B
i. Part A—Procedure + Execution + Viva = 6 + 28= 40 Marks
ii. Part B — Procedure + Execution + Viva =9 + 42=+&0 Marks




DATA STRUCTURES LABORATORY
(Effective from the academic year 2018 -2019)

SEMESTER - Il
Course Code 18CSL38 CIE Marks 40
Number of Contact Hours/Week 0:2:2 SEE Marks 60
Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This course (18CSL38) will enable student:

This laboratory course enable students tcpractical experience in design, develop, implemamdlyze
and evaluation/testing of

» Asymptotic performance of algorithms.

» Linear data structures and their applications sascstacks, queues and lists

* Non-Linear data structures and their applicatiarchsas trees and graphs

» Sorting and searching algorithms

Descriptions (if any):

* Implement all the programs in ‘C / C++' Programmiranguage and Linux / Windows as OS.

Programs List:

1. Design, Develop and Implement a menu driverogram in C for thefollowing array
operations.

a. Creating an array of N Integer Elements

b. Display of array Elements with Suitable Headings

c. Inserting an Element (ELEM) at a given valid Fosi (POS)

d. Deleting an Element at a given valid Position (POS)

e. Exit.
Support the program with functions for each ofdheve operations.

2. Design, Develop and Implement a Program in C ferftlowing operatior on Strings
a. Read a main String (STR), a Pattern String (PAT) @aRReplace String (REP)

b. Perform Pattern Matching Operation: Find and Replait occurrences of PAT in
STR with REP if PAT exists in STR. Report suitabilessages in case PAT does phot
exist in STR
Support the program with functions for each of #imve operations. Don't use Built{in
functions.
3. Design, Develop animplement a menu driven Program in C for the folloyv operations o
STACK of Integers (Array Implementation of Stacklwmaximum size MAX)
a. Push an Element on to Stack
b. Pop an Element from Stack
c. Demonstrate how Stack can be used to check Pativaro
d. Demonstrate Overflow and Underflow situations oac&t
e. Display the status of Stack
f.  Exit
Support the program with appropriate functionsefach of the above operations
4. Design, Develop and Implement a Program in C foweating an Infix Expression to Post
Expression. Program should support for both paesited and free parenthesized
expressions with the operators: +, -, * /, % (Rewer), » (Power) and alphanumeric

operands.




5. Design, Develop and Implement a Program in C ferftlowing Stack Apyications
a. Evaluation of Suffix expression with single digferands and operators: +, -, *, /, %,
N
b. Solving Tower of Hanoi problem with n disks
6. Design, Develop and Implement a menu driven Progna@for the following operations ¢
Circular QUEUE of Characters (Array ImplementatafrQueue with maximum size MAX)
a. Insert an Element on to Circular QUEUE
b. Delete an Element from Circular QUEUE
c. Demonstrate Overflow and Underflow situations orc@lar QUEUE
d. Display the status of Circular QUEUE
e. Exit
Support the program with appropriate functionsefach of the above operations
7. Design, Develop and Implement a menu driven Progna@hfor the following operations ¢
Singly Linked List (SLL) of Student Data with thelfls: USN, Name, Programme, Sem,
PhNo
a. Create a SLL of N Students Data by udiront insertion
b. Display the status of SLL and count the numberaofas in it
c. Perform Insertion / Deletion at End of SLL
d. Perform Insertion / Deletion at Front of SLL(Demtyation of stack)
e. Exit
8. Design, Develojand Implement a menu driven Program in C for thieiong operations ol
Doubly Linked List (DLL) of Employee Data with thHilds: SSN, Name, Dept, Designatian,
Sal, PhNo
a. Create a DLL of N Employees Data by useryl insertion
b. Display the status of DLL and count the numberades in it
c. Perform Insertion and Deletion at End of DLL
d. Perform Insertion and Deletion at Front of DLL
e. Demonstrate how this DLL can be used as Double &Qiesue.
f.  Exit
9. Design, Develop and Implement a Program in C ferftlowing operationson Sing
Circular Linked List (SCLL) with header nodes
a. Represent and Evaluate a Polynomial P(x,y,z) 5°8x4yZ+3Xyz+2xy’z-2xyZ
b. Find the sum of two polynomials POLY1(x,y,z) andl*¥Q(x,y,z) and store the
result in POLYSUM(X,y,2)
Support the program with appropriate functionsfach of the above operations
10. Design, Develop and Implement a menu driven Progna@hfor the following operations ¢
Binary Search Tree (BST) of Integers .
a. Create a BST of N Integers: 6, 9, 5, 2, 8, 15,1247, 8, 5, 2
b. Traverse the BST in Inorder, Preorder and PostiOrde
c. Search the BST for a given element (KEY) and refbatappropriate message
d. Exit
11. Design, Develop and Implement a Program in C ferftllowing operations on Graph(!
of Cities
a. Create a Graph of N cities using Adjacency Matrix.
b. Print all the nodes reachable from a given stamiode in a digraph using DFS/BFS




methot

12, Given a File of N employee records with a set Kef/s (4-digit) which uniquely determin
the records in file F. Assume that file F is maiméa in memory by a Hash Table (HT) of
memory locations with L as the set of memory adslreg2-digit) of locations in HT. Let th

function H: K L as H(K)=K mod m (remainder method), and impletméashing
technique to map a given key K to the addressesha®kesolve the collision (if any) usir]
linear probing.

Laboratory Outcomes: The student should be able

* Analyze and Compare various linear and non-lin@sa dtructures

» Code, debug and demonstrate the working naturéfefeht types of data structures and their
applications

» Implement, analyze and evaluate the searching @tidg algorithms

» Choose the appropriate data structure for solvéadyworld problems

Conduct of Practical Examination:

» Experiment distribution
o For laboratories having only one part: Studentsafiosved to pick one experiment from
the lot with equal opportunity.
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Twith equal opportunity.
» Change of experiment is allowed only once and mallkéted for procedure to be made zero q
the changed part only.
» Marks Distribution(Courseed to change in accoradance with universigyilations)
c) For laboratories having only one part — ProceduExecution + Viva-Voce: 15+70+15 =
100 Marks
d) For laboratories having PART A and PART B
i. Part A—Procedure + Execution + Viva = 6 + 28= 40 Marks
ii. Part B — Procedure + Execution + Viva =9 + 42=+@&0 Marks

keys in K and addresses in L are Integers. Desigrdavelop a Program in C that uses Hash

g



COMPLEX ANALYSIS, PROBABILITY AND STATISTICAL METHO DS

(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18MAT41 CIE Marks 40

Number of Contact Hours/Week 2:2:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18MAT1) will enable students 1

* To provide an insight into applications of comphariables, conformal mapping and spec¢

functions arising in potential theory, quantum naathbs, heat conduction and field

» To develop probability distribution of discrete ntimuous random variables and joint probabi

theory.

ial

ity
ve

distribution occurring in digital signal processinglesign engineering and microwal
engineering.
Module 1 Contact
Hours
Calculus of complex functions:Review oiffunction of a complex variable, limit 08

continuity, and differentiability. Analytic functis: Cauchy-Riemann equations in cartesian

and polar forms and consequences. Constructionadftac functions : Milne-Thomson
method-Problems.

RBT: L1, L2
Module 2
Conformal transformations: Introduction. Discussion of transformatic 08
w=z>, w=e*, w=z+ 1(z # 0). Bilinear transformations- Problems.

z
Complex integration: Line integral of a complex function-Cauchy’s them and Cauchy’'s
integral formula and problems.
RBT: L1, L2
Module 3
Probability Distributions: Review of basic probability theory. Randcvariables (discret| 08
and continuous), probability mass/density functiorBinomial, Poisson, exponential a
normal distributions- problems (No derivation farean and standard deviation)-lllustrat{ve
examples.
RBT:L1,1L2,L3
Module 4
Curve Fitting: Curve fitting by the method of least squi- fitting the curves of the for- 08

y=ax+b y=aX & y=ax +bx+c.

Statistical Methods: Correlation and regression-Karl Pearson’s coeffica correlation andg
rank correlation-problems. Regression analysigsliof regression —problems.

RBT: L1, L2, L3




Module 5

Joint probability distribution: Joint Probability distribution for two discrete doom 08

variables, expectation and covariance.

Sampling Theory: Introduction to sampling distributions, standanmee Type-| and Type-I|
errors. Test of hypothesis for means, studentsstribution, Chi-square distribution ag
a test of goodness of fit.

RBT:L2, L3, L4

Course Outcomes The student will be able t

Use the concepts of analytic function and completetials to solve the problems arising in
electromagnetic field theory.

Utilize conformal transformation and complex int@dgarising in aerofoil theory, fluid flow
visualization and image processing.

Apply discrete and continuous probability distribas in analyzing the probability models
arising in engineering field.

Make use of the correlation and regression analgdis a suitable mathematical model for the
statistical data.

Construct joint probability distributions and demstrate the validity of testing the hypothesis

Question Paper Pattern:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions coveatighe topics under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Textbooks:

1.
2.
3.

E. Kreyszig, Advanced Engineering Mathematics, JMiley & Sons,10™ Edition, 2011
B.S. Grewal, Higher Engineering Mathematics, KhaRuhlishers, 44 Edition, 2017
Srimanta Pal et al , Engineering Mathematics, Qkfdniversity Press,'8 Edition, 2016

Reference Books:

1.

2.
3.
4.

C.Ray Wylie, Louis C.Barrett , Advanced Engineeriigthematics, McGra-Hill Book Co, @
Edition, 1995

S.S.Sastry, Introductory Methods of Numerical AsiyPrentice Hall of India,"4Edition 2010
B.V.Ramana, Higher Engineering Mathematics, McGHilk-11" Edition,2010

N.P.Bali and Manish Goyal, A Text Book of EnginegrMathematics, Laxmi Publications" 6
Edition, 2014

Web links and Video Lectures:

1.
2.
3.
4.

http://nptel.ac.in/courses.php?disciplinelD=111
http://www.class-central.com/Course/math(MOOCS)
http://academicearth.org/
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ADDITIONAL MATHEMATICS - I

(Mandatory Learning Course: Common to All Programmees)

(A Bridge course for Lateral Entry students underDiploma quota to BE/B.Tech programmes)

(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18MATDIP41 CIE Marks 40

Number of Contact Hours/Week 2:1:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -0

Course Learning Objectives:This course (18MATDIP1) will enable students f

 To provide essential concepts of linear algebraprs@ & higher order differential equatio

along with methods to solve them.
» To provide an insight into elementary probabiltigdry and numerical methods.

NS

Module 1 Contact
Hours

Linear Algebra: Introduction- rank of matrix by elementary row operatic- Echelon fornr | 08

Consistency of system of linear equations - Galissmation method. Eigen values and

eigen vectors of a square matrix. Problems.

RBT: L2, L2

Module 2

Numerical Methods: Finite differences. Interpolation/extrapolationngsNewton’s forwarc| 08

and backward difference formulae (Statements gmigplems. Solution of polynomii

and transcendental equations — Newton-Raphsol Regula-Falsi methods (only

formulae)- lllustrative examples. Numerical int&ipn: Simpson’s one third rule and

Weddle’s rule (without proof) Problems.

RBT:L1,L2, L3

Module 3

Higher order ODE'’s: Linear differential equations of second and higbeder equation

08

with constant coefficients. Homogeneous /non-homegas equations. Inverse differential

operatordParticular Integral restricted to R(x)&™, sinax/cosax for f(D)y=R(x). ]

RBT: L1, L2

Module 4

Partial Differential Equations(PDE’s):- Formation of PDE’s by elimination of arbitra| 08
constants and functions. Solution of non-homogese®DE by direct integration.
Homogeneous PDEs involving derivative with respeaine independent variable only.

RBT: L1, L2

Module 5

Probability: Introduction. Sample space and events. Axioms @bgility. Addition & 08

multiplication theorems. Conditional probabilityafges’s theorem, problems.

RBT: L1, L2

Course Outcomes The student will be able t




» Solve systems of linear equations using matrixlage

» Apply the knowledge of numerical methods in modeglland solving engineering problems.
* Make use of analytical methods to solve higher odiféerential equations.

» Classify partial differential equations and solkerh by exact methods.

» Apply elementary probability theory and solve rethproblems.

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. B.S. Grewal, Higher Engineering Mathematics, KhaRohlishers43 Edition, 201!

Reference Books:

1. E. Kreyszig, Advanced Engineering Mathematics, Jfiley & Sons,10™ Edition, 201

2. N.P.Bali and Manish Goyal, A Text Book of EngiriegrMathematics, Laxmi Publications” 6
Edition, 2014

3. Rohit Khurana , Engineering Mathematics Vol.l, Caye Learning, L Edition, 2015.




DESIGN AND ANALYSIS OF ALGORITHMS
(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18CS42 CIE Marks 40

Number of Contact Hours/Week 3:2:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18C<2) will enable students 1

» Explain various computational problem solving teéghes.
» Apply appropriate method to solve a given problem.
» Describe various methods of algorithm analysis.

Module 1

Contact
Hours

Introduction: What is an Algorithm (T2:1.1), Algorithm Specification(T2:1.2), Analysis
Framework(T1:2.1), Performance Analysis Space complexity, Time complexiy2:1.3).
Asymptotic Notations: Big-Oh notation ©), Omega notation¢¥), Theta notation @), and
Little-oh notation ¢), Mathematical analysis of Non-Recursive and r&ger Algorithms
with Examples(T1:2.2, 2.3, 2.4).Important Problem Types: Sorting, Searching, Strin
processing, Graph Problems, Combinatorial Problefusdamental Data Structures:
Stacks, Queues, Graphs, Trees, Sets and Dictisn@riel.3,1.4).

RBT:L1,L2, L3

10

Module 2

Divide and Conquel. General method, Binary search, Recurrence equéiodivide anc
conquer, Finding the maximum and minimyi2:3.1, 3.3, 3.4) Merge sort, Quick sof
(T1:4.1, 4.2) Strassen’s matrix multiplicatiofT2:3.8), Advantages and Disadvantages
divide and conquebDecrease and Conquer ApproachTopological Sort(T1:5.3).

RBT:L1,L2, L3

—

1C

of

Module 3

Greedy Method: General method, Coin Change Problem, Knapsack &mgblJot
sequencing with deadlinefr2:4.1, 4.3, 4.5).Minimum cost spanning trees: Prim’s
Algorithm, Kruskal's Algorithm (T1:9.1, 9.2) Single source shortest pathsDijkstra's
Algorithm (T1:9.3). Optimal Tree problem: Huffman Trees and Code$T1:9.4).
Transform and Conquer Approach: Heaps and Heap Sdift1:6.4).

RBT:L1,L2, L3

10

Module 4

Dynamic Programming: General method with Examples, Multistage Gra(T2:5.1, 5.2.
Transitive Closure: Warshall's Algorithm,All Pairs Shortest Paths:Floyd's Algorithm,
Optimal Binary Search Trees, Knapsack probl¢fm1:8.2, 8.3, 8.4) Bellman-Ford
Algorithm (T2:5.4), Travelling Sales Person probl€i2:5.9), Reliability designT2:5.8).

RBT:L1,L2, L3

10

Module 5

Backtracking: General metho((T2:7.1), N-Queens problen(T1:12.1), Sum of subset
problem(T1:12.1), Graph coloringT2:7.4), Hamiltonian cycle¢T2:7.5). Programme and
Bound: Assignment Problem, Travelling Sales Person prol(€inl2.2), 0/1 Knapsack

problem (T2:8.2, T1:12.2):LC Programme and Bound soluti¢fi2:8.2), FIFO Programme

10




and Bound solutiol(T2:8.2). NP-Complete and NF-Hard problems: Basic concepts, n+
deterministic algorithms, P, NP, NP-Complete, aftitfiard classefl2:11.1).

RBT:L1,L2, L3

Course Outcomes The student will be able t

» Describe computational solution to well known peshk like searching, sorting etc.
» Estimate the computational complexity of differatgorithms.
» Devise an algorithm using appropriate design giiasefor problem solving.

Question Paper Pattern

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Introduction to the Design and Analysis of Algonith, Anany Levitin:, 2rd Edition, 200
Pearson.

2. Computer Algorithms/C++, Ellis Horowitz, Satraj $@iland Rajasekaran, 2nd Edition, 2014,
Universities Press

Reference Books:

1. Introduction to Algorithms, Thomas H. Cormen, Chark. Leiserson, Ronal L. Rivest, Cliffc
Stein, 3rd Edition, PHI.
2. Design and Analysis of Algorithms , S. Sridhar, @xf (Higher Education).




OPERATING SYSTEMS
(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18CS43 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18C<3) will enable students 1

* Introduce concepts and terminology used in OS

* Explain threading and multithreaded systems

» lllustrate process synchronization and concepteddock

e Introduce Memory and Virtual memory management Bjlstem and storage tech

nigues

Module 1

Contact
Hours

Introduction to operating systems, System structure: What operating systems ¢

08

Computer System organization; Computer System taathire; Operating System structure;

Operating System operations; Process managementnole management; Storage

management; Protection and Security; Distributedtesy; Special-purpose systems;

Computing environment©Operating System Serviceslser - Operating System interfage;

System calls; Types of system calls; System progra@perating system design and

implementation; Operating System structure; Virtualachines; Operating System

generation; System boot.Process ManagementProcess concept; Process scheduling;
Operations on processes; Inter process commurricatio

Text book 1: Chapter 1, 2.1, 2.3, 2.4, 2.5, 2.6822.9, 2.10, 3.1, 3.2, 3.3, 3.4

RBT: L1, L2, L3

Module 2

Multi -threaded Programming: Overview; Multithreading models; Thread Librari| 08

Threading issues. Process Scheduling: Basic casc&utheduling Criteria; Scheduling

Algorithms; Multiple-processor scheduling; Threatheduling.Process Synchronization:

Synchronization: The critical section problem; Pste’'s solution; Synchronizatign

hardware; Semaphores; Classical problems of synttation; Monitors.
Text book 1: Chapter 4.1, 4.2, 4.3, 4.4,5.1,523,5.4,5.5, 6.2, 6.3, 6.4, 6.5, 6.6, 6.7

RBT:L1,L2, L3

Module 3

Deadlocks : Deadlocks; System model; Deadlock characterizatethods for handlin

deadlocks; Deadlock prevention; Deadlock avoidabesdlock detection and recovery fram

08

deadlock Memory Management: Memory management strategies: Background; Swapping;

Contiguous memory allocation; Paging; Structurpagje table; Segmentation.
Text book 1: Chapter 7, 8.1 to 8.6

RBT:L1,L2, L3

Module 4

Virtual Memory Management: Background; Demand paging; Ceon-write; Page
replacement; Allocation of frames; Thrashingile System, Implementation of File

08




System: File system: File concept; Acct methods; Directory structureFile systerr
mounting; File sharing; Protection: Implementinge System: File system structure; Fjle
system implementation; Directory implementation;lo8&tion methods; Free spare
management.

Text book 1: Chapter 91. To 9.6, 10.1 to 10.5

RBT:L1,L2, L3

Module 5

Secondary Storage Structures, Proiction: Mass storage structures; Disk structure; [| 08
attachment; Disk scheduling; Disk management; Sspsze management. Protection: Goals
of protection, Principles of protection, Domaingsbtection, Access matrix, Implementatipn
of access matrix, Access control, Revocation okessaights, Capability- Based systems.
Case Study: The Linux Operating System:Linux history; Design principles; Kernel
modules; Process management; Scheduling; Memonai#anent; File systems, Input and
output; Inter-process communication.

Text book 1: Chapter 12.1t0 12.6, 21.1t0 21.9

RBT:L1,L2, L3

Course Outcomes The student will be able t

» Demonstrate need for OS and different types of OS

» Apply suitable techniques for management of défféresources

e Use processor, memory, storage and file system eomdm

» Realize the different concepts of OS in platfornusége through case studies

Question Paper Pattern:

» The question paper will have ten questions.
» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Abraham Silberschatz, Peter Baer Galvin, Greg GeOperating System Principl 7" edition,

Wiley-India, 2006

Reference Books

1. Ann McHoes Ida M Fylnn, Understanding Operatingt&ys Cengage Learning, 6th Editi
2. D.M Dhamdhere, Operating Systems: A Concept Bagga@ach 3rd Ed, McGraw- Hill, 2013

3. P.C.P. Bhatt, An Introduction to Operating Syste@mncepts and Practice 4th Edition,
PHI(EEE), 2014.

4. William Stallings Operating Systems: Internals &wesign Principles, 6th Edition, Pearson.




MICROCONTROLLER AND EMBEDDED SYSTEMS
(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18CS44 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS44) will enable student

» Understand the fundamentals of ARM based systeasi¢c hardware components, selection
methods and attributes of an embedded system.

* Program ARM controller using the various instructio

» Identify the applicability of the embedded system

» Comprehend the real time operating system useithdoembedded system

Module 1 Contact
Hours
Microprocessors versus Microcontrollers, ARM Embeai&ystems: The RISC desi 08

philosophy, The ARM Design Philosophy, Embedded&ysHardware, Embedded System
Software.

ARM Processor Fundamentals: Registers, Currentr®m&tatus Register, Pipeline,
Exceptions, Interrupts, and the Vector Table , Gotensions

Text book 1: Chapter 1 - 1.1 to 1.4, Chapter 2 - 2.to 2.5

RBT: L1, L2

Module 2

Introduction to the ARM Instruction Set : Data Processing InstructionProgramm 08
Instructions, Software Interrupt Instructions, Resg Status Register Instructions,
Coprocessor Instructions, Loading Constants

ARM programming using Assembly languageWriting Assembly code, Profiling and
cycle counting, instruction scheduling, Registdoétion, Conditional Execution, Looping
Constructs

Text book 1: Chapter 3:Sections 3.1 to 3.6 ( Exclilg 3.5.2), Chapter 6(Sections 6.1 tp
6.6)
RBT: L1, L2

Module 3

Embedded System Component Embedded Vs General computing system, Histol 08
embedded systems, Classification of Embedded sgstdajor applications areas of
embedded systems, purpose of embedded systems

Core of an Embedded System including all typgsrofessor/controller, Memory, Sensors
Actuators, LED, 7 segment LED display, stepper mdfeyboard, Push button switch,
Communication Interface (onboard and external fydesbedded firmware, Other system
components.

Text book 2:Chapter 1(Sections 1.2 to 1.6),Chapt&(Sections 2.1 to 2.6)

RBT: L1, L2




Module 4

Embedded System Design Concep Characteristics and Quality Attributes of Embed | 08
Systems, Operational quality attributes ,non-oj@mnat quality attributes, Embedded
Systems-Application and Domain specific, Hardwawévare Co-Design and Program
Modelling, embedded firmware design and development

Text book 2: Chapter-3, Chapter-4, Chapter-7 (Seotins 7.1, 7.2 only), Chapter-9
(Sections 9.1, 9.2, 9.3.1, 9.3.2 only)

RBT: L1, L2

Module 5

RTOS and IDE for Embedded System Desig Operating System basics, Types| 08
operating systems, Task, process and threads (POIgIX Threads with an example
program), Thread preemption, Multiprocessing andltikbsking, Task Communication
(without any program), Task synchronization issaeRacing and Deadlock, Concept |of
Binary and counting semaphores (Mutex example witlamy program), How to choose an
RTOS, Integration and testing of Embedded hardveareé firmware, Embedded system
Development Environment — Block diagram (excludikgil), Disassembler/decompiler,
simulator, emulator and debugging techniques, tdrgedware debugging, boundary scan

Text book 2: Chapter-10 (Sections 10.1, 10.2, 101%.4, 10.7, 10.8.1.1, 10.8.1.2, 10.8.2.2,
10.10 only), Chapter 12, Chapter-13 ( block diagrantefore 13.1, 13.3, 13.4, 13.5, 13.6

only)

RBT: L1, L2

Course Outcomes The student will be able t

Describe the architectural features and instrust@mARM microcontrollel
Apply the knowledge gained for Programming ARM diifferent applications.
Interface external devices and I/O with ARM microtroller.

Interpret the basic hardware components and tieécton method based on the characteris
and attributes of an embedded system.

Develop the hardware /software co-design and firrevdgsign approaches.
Demonstrate the need of real time operating syftemmbedded system applications

Question Paper Pattern

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions covesdtighe topics under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Textbooks:
1. Andrew N Sloss, Dominic Symes and Chris Wright, ARWstem developers guide, Elsev
Morgan Kaufman publishers, 2008.
2. Shibu KV, “Introduction to Embedded Systems”, TitaGraw Hill Education, Private Limited
2" Edition.
Reference Books:
1. Raghunandan..G.H, Microcontroller (ARM) and EmbetdS&ystem, Cengage learni
Publication,2019
2. The Insider's Guide to the ARM7 Based Microcont&ml Hitex Ltd.,1st edition, 2005.
3. Steve Furber, ARM System-on-Chip Architecture, $ecidition, Pearson, 2015.
4. Raj Kamal, Embedded System, Tata McGraw-Hill Pligis, 2nd Edition, 2008.

tics



OBJECT ORIENTED CONCEPTS
(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18CS45 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS45) will enable student

» Learn fundamental features of object oriented lagguand JAVA
» Set up Java JDK environment to create, debug andimple Java programs.
» Create multi-threaded programs and event handlieghamisms.

» Introduce event driven Graphical User Interface (Gidogramming using applets and swings.

Module 1 Contact
Hours

Introduction to Object Oriented Concepts: 08

A Review of structures, Proceduf@riented Programming system, Object Orien

Programming System, Comparison of Object Orientathguage with C, Console 1/Q,

variables and reference variables, Function Prpioty Function OverloadingClass and

Obijects: Introduction, member functions and data, objentsfanctions.

Textbook 1: Ch1:1.1 t01.9Ch 2: 2.1t0 2.3

RBT:L1,L2

Module 2

Class and Objects (contd): 08

Objects and arrays, Namespaces, Nested classesty@mors, Destructors.

Introduction to Java: Java’s magic: the Byte code; Java Developmen{XiK); the Javg

Buzzwords, Object-oriented programming; Simple Janmrams. Data types, variables and

arrays, Operators, Control Statements.

Text book 1:Ch 2: 2.4 t0 2.6Ch 4: 4.1t0 4.2

Text book 2: Ch:1 Ch: 2 Ch:3 Ch:4 Ch:5

RBT: L1,L2

Module 3

Classes, Inheritance,Exception Handling: Classes: Classes fundamentals; Decle| 08

objects; Constructors, this keyword, garbage ctitiac Inheritance: inheritance basics,

using super, creating multi level hierarchy, methoderriding. Exception handling:

Exception handling in Java.

Text book 2: Ch:6 Ch: 8 Ch:10

RBT:L1,L2,L3

Module 4

Packages and InterfacePackages, Access Protection,Importing Packageddoes 08

Multi Threaded Programming: Multi Threaded Programming: What are threads? How t

make the classes threadable ; Extending threaddgiinenting runnable; Synchronizatign;

Changing state of the thread; Bounded buffer prob]groducer consumer problems.
Text book 2: CH: 9 Ch 11:

RBT:L1,L2, L3




Module 5

Event Handling: Two event handling mechanisms; The delegation eweodel, Even| 08
classes; Sources of events; Event listener inesfatlsing the delegation event model;
Adapter classes; Inner classes.

Swings: Swings: The origins of Swing; Two key Swing feasjrecComponents an
Containers; The Swing Packages; A simple Swing lidation; Create a Swing Apple
Jlabel and Imagelcon; JTextField;The Swing Buttodifabbedpane; JScrollPane; JL|st;
JComboBox; JTable.

Text book 2: Ch 22: Ch: 29 Ch: 30

kpilioN

RBT:L1,L2, L3

Course Outcomes The student will be able t

» Explain the object-oriented concepts and JAVA.

» Develop computer programs to solve real world mrotd in Java.

» Develop simple GUI interfaces for a computer pragta interact with users, and to understand
the event-based GUI handling principles using saing

Question Paper Pattern

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Sourav Sahay, Object Oriented Programming with C2rd Ed, Oxford University Press,2(
2. Herbert Schildt, Java The Complete Reference, dttida, Tata McGraw Hill, 2007.

Reference Books:

1. Mahesh Bhave and Sunil Patekar, "Programming veitta'J First Edition, Pearso
Education,2008, ISBN:9788131720806

2. Herbert Schildt, The Complete Reference C4th Edition, Tata McGraw Hill, 2003.

3. Stanley B.Lippmann, Josee Lajore, C++ Primer, Etition, Pearson Education, 2005.

4. Rajkumar Buyya,S Thamarasi selvi, xingchen chug@igriented Programming with java, Tata
McGraw Hill education private limited.

5. Richard A Johnson, Introduction to Java Programnaimgj OOAD, CENGAGE Learning.

6. E Balagurusamy, Programming with Java A primeraTdtGraw Hill companies.

Mandatory Note: Every institute shall organize bridge course on C++, either in the vacation or i
the beginning of even semester for a minimum periodf ten days (2hrs/day). Maintain a copy of the
report for verification during LIC visit.

Faculty can utilize open source tools to make teattty and learning more interactive.




DATA COMMUNICATION
(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18CS46 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS46) will enable student

» Comprehend the transmission technique of digited datween two or more computers and a
computer network that allows computers to exchataia.

» Explain with the basics of data communication aadous types of computer networks;

» Demonstrate Medium Access Control protocols fdabdé and noisy channels.

» Expose wireless and wired LANSs.

Module 1 Contact
Hours

Introduction: Data Communications, Networks, Network Types, imd¢History, Standarc| 08
and AdministrationNetworks Models Protocol Layering, TCP/IP Protocol suite, The QSI
model, Introduction to Physical Layer-1: Data and Signa)Digital Signals, Transmission
Impairment, Data Rate limits, Performance.

Textbookl: Ch 1.1to 1.5, 2.1t0 2.3, 3.1, 3.3 t®3
RBT: L1, L2

Module 2

Digital Transmission: Digital to digital conversion (Only Line codingrolar, Bipolar an(| 08
Manchester coding).

Physical Layer-2: Analog to digital conversion (only PCM), Transm@siModes,
Analog Transmission Digital to analog conversion.

Textbookl: Ch4.1t04.3,5.1
RBT: L1, L2

Module 3

Bandwidth Utilization : Multiplexing and Spread Spectru 08
Switching: Introduction, Circuit Switched Networks and Packeitching.

Error Detection and Correction: Introduction, Block coding, Cyclic codes, Cheaksu
Textbookl: Ch 6.1, 6.2, 8.1 t0 8.3, 10.1 to 10.4

RBT: L1, L2

Module 4

Data link control: DLC services, Data link layer protocaPoint to Point protocol (Framin(| 08
Transition phases only).

Media Access contral Random Access, Controlled Access and Channalizati
Introduction to Data-Link Layer: Introduction, Link-Layer Addressing, ARP
IPv4 Addressing and subnetting:Classful and CIDR addressing, DHCP, NAT

Textbookl: Ch 9.1, 9.2, 11.1, 11.2 11.4, 12.1 ta3,218.4

RBT: L1, L2




Module 5

Wired LANs Ethernet: Ethernet Protocol, Standard Ethernet, Fast B#terGigabit| 08
Ethernet and 10 Gigabit Ethernet,

Wireless LANSs: Introduction, IEEE 802.11 Project and Bluetooth.
Other wireless Networks Cellular Telephony

Textbookl: Ch 13.1to 13.5, 15.1 to 15.3, 16.2
RBT: L1, L2

Course Outcomes The student will be able t

» Explain the various components of data communipatio

» Explain the fundamentals of digital communicatiowl gwitching.
« Compare and contrast data link layer protocols.

» Summarize IEEE 802.xx standards

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Behrouz A. Forouzan, Data Communications and Nedwgr5E, ™ Edition, Tata McGra-Hill,
2013.

Reference Books:

1. Alberto Leor-Garcia and Indra Widjaja: Communication Netwc- Fundamental Concepts a
Key architectures, 2nd Edition Tata McGraw-Hill,020

2. William Stallings: Data and Computer Communicatigth Edition, Pearson Education, 2007.

3. Larry L. Peterson and Bruce S. Davie: Computer ata/— A Systems Approach, 4th Editio
Elsevier, 2007.

4. Nader F. Mir: Computer and Communication NetwoR@arson Education, 2007.




DESIGN AND ANALYSIS OF ALGORITHMS LABORATORY
(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18CSL47 CIE Marks 40

Number of Contact Hours/Week 0:2:2 SEE Marks 60

Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This course (18CSL47) will enable student:

» Design and implement various algorithms in JAVA
« Employ various design strategies for problem s@vin
» Measure and compare the performance of differgutrithms.

Descriptions (if any):

» Design, develop, and implement the specified allgors for the following problems using Java

language under LINUX /Windows environment. NetbeAtzlipse or Intellijldea Community

Edition IDE tool can be used for development anthalestration.
» Installation procedure of the required software mus$ be demonstrated, carried out in
groups and documented in the journal.

Programs List:

1.

a. | Create a Java class calStuden with the following details as variables withir
(i) USN

(i) Name

(iif) Programme

(iv) Phone

Phoneof these objects with suitable headings.

b. | Write a Java program to implement the Stack usimgya. Write Push(), Pop(), al
Display() methods to demonstrate its working.

a. | Design a superclass callStaff with details as Staffld, Name, Phone, Salary. Eckttis
class by writing three subclasses namé&baching (domain, publications),Technical
(skills), andContract (period). Write a Java program to read and displajeast 3staff
objects of all three categories.

b. | Write a Java class call«Custome to store their name and date_of hirth. The datevidh

dd/mm/yyyy> and display as <name, dd, mm, yyyy>ngsiStringTokenizer clasg
considering the delimiter character as “/".

a. | Write a Java program to read two inteca anch. Computea/b and print, whetb is not zero
Raise an exception whénis equal to zero.

Write a Java program to creat8tudenbbjects and print the USN, Name, Programme, and

format should be dd/mm/yyyy. Write methods to reedstomer data as <name,

b. | Write a Java program that implements a multi-thmawlication that has three threads. Fii
thread generates a random integer for every 1 sesecond thread computes the square
the number andprints; third thread will print tredue of cube of the number.

st
of




Sort a given set on integer elements usinQuick Sort method and compute its tin

complexity. Run the program for varied valuesmf5000 and record the time taken to soft.
fil

Plot a graph of the time taken versum graph sheet. The elements can be read from a
or can be generated using the random number geneBgmonstrate using Java how th
divide-and-conquer method works along with its ticmmplexity analysis: worst case
average case and best case.

Sort a given set on integer elements usinMerge Sort method nd compute its tim

complexity. Run the program for varied valuesnef 5000, and record the time taken to

e

sort. Plot a graph of the time taken versaa graph sheet. The elements can be read from a

file or can be generated using the random numbeergéor. Demonstrate using Java haqw

the divide-and-conquer method works along withtiitee complexity analysis: worst case
average case and best case.

Implement in Java, th0/1 Knapsackproblem using (a) Dynamic Programming methoc
Greedy method.

From a given vertex in a weighted connected gréipd, shortest paths to other vertic
usingDijkstra's algorithm . Write the program in Java.

Find Minimum Cost Spanning Tree of a given conre:ctedirected graph usir
Kruskal'salgorithm. Use Union-Find algorithms in your program

Find Minimum Cost Spanning Tree of a given conre:ctedirected graph usir
Prim's algorithm .

10.

Write Java programs
(a) Implement All-Pairs Shortest Paths problemaifioyd's algorithm.
(b) ImplemenfTravelling Sales Person problemusing Dynamic programming.

11.

Design and implement in Java to findsabsetof a given setS = {SI, $,.....,5} of n
positive integers whose SUM is equal to a giveritpesintegerd. For example, if S ={1, 2,

5, 6, 8} andd= 9, there are two solutions {1,2,6}and {1,8}. Diap a suitable message, if

the given problem instance doesn't have a solution.

12,

Design and implement in Java to find Hamiltonian Cycles in a connected undirect
Graph G o vertices using backtracking principle.

Laboratory Outcomes: The student should be able

Design algorithms using appropriate design teclasdbrute-force, greedy, dynamic
programming, etc.)

Implement a variety of algorithms such assortingpf related, combinatorial, etc., in a high
level language.

Analyze and compare the performance of algorithsisgulanguage features.

Apply and implement learned algorithm design teghes and data structuresto solve real-wor
problems.

Conduct of Practical Examination:

Experiment distribution

o For laboratories having only one part: Studentsafiosved to pick one experiment from

d



the lot with equal opportunit
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Twith equal opportunity.
» Change of experiment is allowed only once and mallk¢ted for procedure to be made zero g
the changed part only.
» Marks Distribution(Courseed to change in accoradance with universigglations)
e) For laboratories having only one part — ProceduExecution + Viva-Voce: 15+70+15 =
100 Marks
f) For laboratories having PART A and PART B
i. Part A —Procedure + Execution + Viva = 6 + 28 =40 Marks
ii. PartB — Procedure + Execution + Viva = 9 + 42=@&0 Marks




MICROCONTROLLER AND EMBEDDED SYSTEMS LABORATORY
(Effective from the academic year 2018 -2019)
SEMESTER - IV

Course Code 18CSL48 CIE Marks 40

Number of Contact Hours/Week 0:2:2 SEE Marks 60

Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This course (18CSL48) will enable student:

« Develop and test Program usifRM7TDMI/LPC2148
» Conduct the experiments on an ARM7TDMI/LPC2148 eatibn board using evaluation version
of Embedded 'C' & Keil Uvision-4 tool/compiler.

Descriptions (if any):

Programs List:

PART A Conduct the following experiments by writing pragr usingARM7TDMI/LPC2148using
an evaluation board/simulator and the requiredvsw# tool.

Write a prograr to multiply two 16 bit binary number

Write a prograr to find the sum of first 10 integer numbe

Write a prograr to find factorial of a numbe

Write aprogranto add an array of 16 bit numbers and store thigit32sult in internal RAN

Write a prograr to find the square of a number (1 to 10) using -up table.

Write a prograr to find the largest/smallest number in an arragdhumbers

No g WM e

Write a prograr to arrange a series of 32 bit numbers in ascerasgénding orde

8 Write a prograr to count the number of ones and zeros in two canisecmemory location:

PART -B Conduct the following experiments on an ARM7TDMICP148 evaluation board usil
evaluation version of Embedded 'C' & Keil Uvisiottiebl/compiler.

9. Display “Hello World” message using Internal UAF

10. Interface and Control a DC Motc

11, Interface a Stepper motor and rotate it in clockwdad an-clockwise direction

12, Determine Digital output for a given Analog inping Internal ADC of ARM controllel
13, Interface a DAC and generate Triangular and Squaxeforms.

14, Interface a 4x4 keyboard and display the key codaroL.CD.

15, Demonstrate the use of an external interrupt tgleogn LED On/Off

16. Display the Hex digits 0 to F on i-segment LED interface, with an appropriate dele
between

Laboratory Outcomes: The student should be able

» Develop and test program usidRM7TDMI/LPC2148
» Conduct the following experiments on an ARM7TDMICP148 evaluation board using
evaluation version of Embedded 'C' & Keil Uvisiotiedl/compiler.

Conduct of Practical Examination:

» Experiment distribution
o For laboratories having only one part: Studentsafiosved to pick one experiment from
the lot with equal opportunity.
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Tith equal opportunity.
» Change of experiment is allowed only once and malikéted for procedure to be made zero of
the changed part only.




Marks Distribution(Courseed to change in accoradance with universigylations)
g) For laboratories having only one part — ProceduExecution + Viva-Voce: 15+70+15 =
100 Marks
h) For laboratories having PART A and PART B
i. Part A —Procedure + Execution + Viva = 6 + 28 =40 Marks
ii. Part B — Procedure + Execution + Viva = 9 + 42=+@&0 Marks




MANAGEMENT AND ENTREPRENEURSHIP FOR IT INDUSTRY
(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CS51 CIE Marks 40

Number of Contact Hours/Week 2:2:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS - 03

Course Learning Objectives:This course (18CS51) will enable student

* Explain the principles of management, organizatind entrepreneur.
* Discuss on planning, staffing, ERP and their imgace
* Infer the importance of intellectual property riglaind relate the institutional support

Module — 1 Contact
Hours

Introduction - Meaning, nature and characteristics of managensenfje and Function| 08
areas of management, goals of management, levetraobigement, brief overview of
evolution of management theories,. Planning- Natung@ortance, types of plans, steps i
planning, Organizing- nature and purpose, typesOofanization, Staffing- meaning,
process of recruitment and selection

n

RBT: L1, L2

Module — 2

Directing and controlling- meaning and nature of directing, leadership stytestjvatior 08
Theories, Communication- Meaning and importancer@ioation- meaning and
importance, Controlling- meaning, steps in conimgll methods of establishing control.

RBT: L1, L2

Module - 3

Entrepreneur — meaning of entrepreneur, characteristics of endregurs, classificatic | 08
and types of entrepreneurs, various stages inpatreurial process, role of entrepreneurs
in economic development, entrepreneurship in Inaia barriers to entrepreneurship.

Identification of business opportunities, markeadibility study, technical feasibility study
financial feasibility study and social feasibilgjudy.

RBT: L1, L2

Module — 4

Preparation of project and ERP - meaning of project, project identification, proj| 08
selection, project report, need and significancgrofect report, contents,

formulation, guidelines by planning commission fooject reportEnterprise Resource
Planning: Meaning and Importance- ERP and Functional areas of Management —
Marketing / Sales- Supply Chain Management — Fieaand Accounting — Human
Resources — Types of reports and methods of rgpogration

RBT: L1, L2

Module — 5

Micro and Small Enterprises: Definition of micro and small enterprises, charesti&s | 08
and advantages of micro and small enterprisess siepestablishing micro and small
enterprises, Government of India indusial polic2@®n micro and small enterprises, case
study (Microsoft), Case study(Captain G R Gopinattge study (N R Narayana Murthy|&




Infosys), Institutional support: MSME-DI, NSIC, SIDBI, KIADB, KSSIDC, TECSOK
KSFC, DIC and District level single window agenbiytroduction to IPR.

RBT: L1, L2

Course outcomes The sudents should be able

* Define management, organization, entrepreneurnpignstaffing, ERP and outline their
importance in entrepreneurship

» Utilize the resources available effectively throlkgfRP
* Make use of IPRs and institutional support in geaeurship

Question Paper Pattern

* The question paper will have ten questions.

* Each full Question consisting of 20 marks

* There will be 2 full questions (with a maximum ofif sub questions) from each module.
* Each full question will have sub questions covestighe topics under a module.

* The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:
1. Principles of Manageme-P. C. Tripathi, P. N. Reddy; TaMcGraw Hill, 4th / " Edition,
2010.
2. Dynamics of Entrepreneurial Development & Manageméasant Desai Himalaya Publishing
House.

3. Entrepreneurship Development -Small Business Ensep-Poornima M Charantimath Pears(
Education — 2006.
4. Management and Entrepreneurship - Kanishka Bedor@University Press-2017

Reference Books:

1. Management Fundamenti~Concepts, Application, Skill Development Robert ien—
Thomson.
2. Entrepreneurship Development -S S Khanka -S Cha@ab &

n

3. Management -Stephen Robbins -Pearson Education-17kh Edition, 2003




COMPUTER NETWORKS AND SECURITY
(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CS52 CIE Marks 40

Number of Contact Hours/Week 3:2:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18S52) will enable students t

» Demonstration of application layer protocols

» Discuss transport layer services and understand &HaPTCP protocols

» Explain routers, IP and Routing Algorithms in netlwlayer

» Disseminate the Wireless and Mobile Networks caxeHEEE 802.11 Standard

» lllustrate concepts of Multimedia Networking, Setguand Network Management

Module 1

Contact
Hours

Application Layer: Principles of NetworlApplications: Network Application Architecture
Processes Communicating, Transport Services AvaitabApplications, Transport Servic
Provided by the Internet, Application-Layer Protiscolrhe Web and HTTP: Overview
HTTP, Non-persistent and Persistent ConnectionsTPHHMessage Format, User-Ser
Interaction: Cookies, Web Caching, The ConditicB&T, File Transfer. FTP Commands
Replies, Electronic Mail in the Internet: SMTP, Gmamison with HTTP, Mail Messag
Format, Mail Access Protocols, DNS; The InternBilectory Service: Services Provided
DNS, Overview of How DNS Works, DNS Records and Béees, Peer-to-Pe
Applications: P2P File Distribution, Distributed staTables, Socket Programming: creat
Network Applications: Socket Programming with UCHacket Programming with TCP.
T1: Chap 2

RBT:L1,L2, L3

10
eS
Df
er
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Module 2

Transport Layer : Introduction and TranspceLayer Services: Relationship Betwe
Transport and Network Layers, Overview of the Tpams Layer in the Internef
Multiplexing and Demultiplexing: Connectionless fisport: UDP,UDP Segment Structu
UDP Checksum, Principles of Reliable Data TransBarilding a Reliable Data Transft

Protocol, Pipelined Reliable Data Transfer Protscolzo-Back-N, Selective repeat,

Connection-Oriented Transport TCP: The TCP ConaecliCP Segment Structure, Rour

1C

re,
er

d-

Trip Time Estimation and Timeout, Reliable Datarister, Flow Control, TCP Connectign
Management, Principles of Congestion Control: Tleuses and the Costs of Congestion,
Approaches to Congestion Control, Network-assistedgestion-control example, ATM
ABR Congestion control, TCP Congestion Controlriess.

T1: Chap 3

RBT:L1,L2,L3

Module 3

The Network layer: What's Inside a Router?: Input Processing, Switgh Output| 10

Processing, Where Does Queuing Occur? Routing @lopitine, IPv6,A Brief foray into IR
Security, Routing Algorithms: The Link-State (LSpURing Algorithm, The Distance-Vectc

D

r

(DV) Routing Algorithm, Hierarchical Routing, Raung in the Internet, Intra-AS Routinglin

the Internet: RIP, Intra-AS Routing in the Inter@8PF, Inter/AS Routing: BGP, Broadc

st




Routing Algorithms and Multica:
T1: Chap 4: 4.3-4.7

RBT:L1,L2, L3

Module 4

Network Security:Overview of Network Security:Elemtg of Network Security

Classification of Network Attacks ,Security Metho@ymmetric-Key Cryptography :Da
Encryption Standard (DES),Advanced Encryption Saadd (AES) , Public-Key
Cryptography :RSA Algorithm ,Diffie-Hellman Key-ERange Protocol , Authenticatid

1C
a

n

:Hash Function , Secure Hash Algorithm (SHA) , RibSignatures , Firewalls and Packet
Filtering ,Packet Filtering , Proxy Server .

Textbook2: Chapter 10

RBT: L1, L2, L3

Module 5

Multimedia Networking: Properties of video, propest of Audio, Types of multimed| 10
Network Applications, Streaming stored video: UBtPeaming, HTTP Streaming, Adaptive

streaming and DASH, content distribution Networks
Voice-over-IP :Limitations of the Best-Effort IP 1IS&e ,Removing Jitter at the Receiver fq
Audio ,Recovering from Packet Loss Protocols feeRTime Conversational Applications
RTP, SIP

Textbook11: Chap 7

=

RBT: L1,L2, L3

Course Outcomes The student will be able t

» Explain principles of application layer protocols

» Recognize transport layer services and infer UDPTEDP protocols

» Classify routers, IP and Routing Algorithms in netlwlayer

* Understand the Wireless and Mobile Networks cogeltEE 802.11 Standard
» Describe Multimedia Networking and Network Manageme

Question Paper Pattern:

» The question paper will have ten questions.
e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.

» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. James F Kurose and Keith W Ross, Computer NetwgriinT oi-Down Approach, Sixtt

edition, Pearson,2017 .
2. Nader F Mir, Computer and Communication NetworK8 Ealition, Pearson, 2014.

Reference Books:

1. Behrouz A Forouzan, Data and Communications and/dl&tng, Fifth Edition, McGraw Hill

Indian Edition
2. Larry L Peterson and Brusce S Davie, Computer Nedsydifth edition, ELSEVIER
3. Andrew S Tanenbaum, Computer Networks, fifth editiBearson
4. Mayank Dave, Computer Networks, Second edition,gaga Learning




DATABASE MANAGEMENT SYSTEM
(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CS53 CIE Marks 40

Number of Contact Hours/Week 3:2:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18CS!) will enable students t

» Provide a strong foundation in database concegathnblogy, and practice.
» Practice SQL programming through a variety of dasatproblems.

» Demonstrate the use of concurrency and transadticstabase

» Design and build database applications for realdymoblems.

Module 1 Contact
Hours

Introduction to Databases: Introduction, Characteristics of database approAdwantage:| 10
of using the DBMS approach, History of databaseliegons. Overview of Database
Languages and Architectures: Data Models, Schemas, and Instances. Three schema
architecture and data independence, database @guand interfaces, The Database System
environmentConceptual Data Modelling using Entities and Relatinships: Entity types,
Entity sets, attributes, roles, and structural tairgts, Weak entity types, ER diagrams,
examples, Specialization and Generalization.
Textbook 1:Ch 1.1t0 1.8, 2.1 t0 2.6, 3.1 t0 3.10
RBT:L1,L2,L3

Module 2

Relational Model: Relational Model Concepts, Relational Modelnstraints and relation.| 10
database schemas, Update operations, transaciiodsgealing with constraint violation
Relational Algebra: Unary and Binary relational operations, additiomdhtional operation
(aggregate, grouping, etc.) Examples of Querigglational algebraMapping Conceptual
Design into a Logical DesignRelational Database Design using ER-to-Relatiomegbping.
SQL: SQL data definition and data types, specifyingst@ints in SQL, retrieval queries jn
SQL, INSERT, DELETE, and UPDATE statements in S@tditional features of SQL.
Textbook 1: Ch4.1to 4.5, 5.1 t0 5.3, 6.1 to 6.518Textbook 2: 3.5

RBT:L1,L2,L3

n

U7y

Module 3

SQL : Advances Queries:More complex SQL retrieval queries, Specifying ¢omiats as| 10
assertions and action triggers, Views in SQL, Seéhehrange statements in S(Ratabase
Application Development: Accessing databases from applications, An intrédncto
JDBC, JDBC classes and interfaces, SQLJ, Storedegures, Case study: The internet
Bookshop.Internet Applications: The three-Tier application architecture, The pnéstion
layer, The Middle Tier

Textbook 1: Ch7.1 to 7.4; Textbook 2: 6.1 t0 6.6,.5t0 7.7.

RBT:L1,1L2,L3

Module 4

Normalization: Database Design Theor — Introduction to Normalization using Functior| 10
and Multivalued Dependencies: Informal design ginds for relation schema, Functional
Dependencies, Normal Forms based on Primary Kegsorl and Third Normal Forms,
Boyce-Codd Normal Form, Multivalued Dependency dapourth Normal Form, Join
Dependencies and Fifth Normal Formlormalization Algorithms: Inference Rules,
Equivalence, and Minimal Cover, Properties of Retell Decompositions, Algorithms fq

=




Relational Database Schema Design, Nulls, Dangtingles, and alternate Relatiot
Designs, Further discussion of Multivalued depewdEnand 4NF, Other dependencies and
Normal Forms

Textbook 1: Ch14.1 to 14.7, 15.1t0 15.6
RBT: L1,L2,L3

Module 5

Transaction Processing:Introduction to Transaction Processing, Transactiod Systen| 10
concepts, Desirable properties of Transactions, régherizing schedules based [on
recoverability, Characterizing schedules based erial&ability, Transaction support in
SQL. Concurrency Control in Databases:Two-phase locking techniques for Concurrency
control, Concurrency control based on Timestampemnd, Multiversion Concurrency
control techniques, Validation Concurrency contechniques, Granularity of Data items gnd
Multiple Granularity Locking.Introduction to Database Recovery Protocols:Recovery
Concepts, NO-UNDO/REDO recovery based on Deferpathte, Recovery techniques based
on immediate update, Shadow paging, Database baakdprecovery from catastrophic
failures

Textbook 1: 20.1 to 20.6, 21.1 to 21.7, 22.1 to 2222.7.
RBT: L1, L2, L3

Course Outcomes The student will be able t

» Identify, analyze and define database objects reefmtegrity constraints on a database using
RDBMS.

» Use Structured Query Language (SQL) for databasepuiation.

» Design and build simple database systems

» Develop application to interact with databases.

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Fundamentals of Database Systems, Ramez Elmas8tandkant B. Navathe, 7th Edition, 20
Pearson.
2. Database management systems, Ramakrishnan, ankeGe® Edition, 2014, McGraw Hi

Reference Books:

1. Silberschatz Korth and Sudharshan, Database S Concepts, ™ Edition, Mc-GrawHill, 2013
2. Coronel, Morris, and Rob, Database Principles Fometdials of Design, Implementation and
Management, Cengage Learning 2012.




AUTOMATA THEORY AND COMPUTABILITY
(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CS54 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS!) will enable students t

* Introduce core concepts in Automata and Theoryarh@utation

» Identify different Formal language Classes andrtReiationships

» Design Grammars and Recognizers for different foferqyuages

» Prove or disprove theorems in automata theory ubieig properties

» Determine the decidability and intractability of @putational problems

Module 1 Contact
Hours

Why study the Theory of Computation, Languages andstrings: Strings, Languages. | 08

Language Hierarchy, ComputatioRjnite State Machines (FSM) Deterministic FSM,

Regular languages, Designing FSM, NondeterminisBiMs, From FSMs to Operational

Systems, Simulators for FSMs, Minimizing FSMs, Qanal form of Regular languages,

Finite State Transducers, Bidirectional Transducers

Textbook 1: Ch 1,2, 3,4, 5.1 t0 5.10

RBT: L1, L2

Module 2

Regular Expressions (RE) what is a RE?, Kleene's theorem, Applications ofsF| 08

Manipulating and Simplifying REs. Regular Grammdbsgfinition, Regular Grammars ar
Regular languages. Regular Languages (RL) andrBigmar Languages: How many RL

d

To show that a language is regular, Closure prisedf RLs, to show some languages are
not RLs.

Textbook 1: Ch 6, 7,8:6.1t06.4,7.1,7.2,84.8.4

RBT:L1,L2, L3

Module 3

Context-Free Grammars(CFG): Introduction to Rewrite Systems and Grammars, C| 08

and languages, designing CFGs, simplifying CFGsyipg that a Grammar is correc

Derivation and Parse trees, Ambiguity, Normal FarrRaishdown Automata (PDA
Definition of non-deterministic PDA, Deterministiand Non-deterministic PDAs, Nof¥
determinism and Halting, alternative equivalenirdgbns of a PDA, alternatives that are 1
equivalent to PDA.

Textbook 1: Ch 11, 12: 11.1to 11.8, 12.1, 12.2,4212.5, 12.6

~+

-
ot

RBT: L1, L2, L3

Module 4

Algorithms and Decision Procedures for CFL: Decidable questions, |-decidable| 08
questionsTuring Machine: Turing machine model, Representation, Languageability

by TM, design of TM, Techniques for TM constructid/ariants of Turing Machines (TM),
The model of Linear Bounded automata.

Textbook 1: Ch 14: 14.1, 14.2, Textbook 2: Ch 9t 9.8

RBT: L1, L2, L3

Module 5

Decidability: Definition of an algorithm, decidability, decidablanguages, Undecidak| 08




languages, halting problem of TM, Post correspoodgiroblem. Complexity: Growth ra
of functions, the classes of P and NP, Quantum @daipn: quantum computers, Churgh-
Turing thesis.Applications: G.1 Defining syntax of programming language, Apfien):
Security

Textbook 2: 10.1 to 10.7, 12.1, 12.2, 12.8, 12.8.2,8.2

Textbook 1: Appendix: G.1(only), J.1 & J.2
RBT:L1,L2,L3

Course Outcomes The student will be able t

« Acquire fundamental understanding of the core cptscim automata theory and Theory of
Computation

« Learn how to translate between different model€omputation (e.g., Deterministic and
Non-deterministic and Software models).

« Design Grammars and Automata (recognizers) foeufit language classes and become
knowledgeable about restricted models of Computafi®egular, Context Free) and their
relative powers.

« Develop skills in formal reasoning and reductioragfroblem to a formal model, with an
emphasis on semantic precision and conciseness.

» Classify a problem with respect to different mod#l€omputation.

Question Paper Pattern

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Elaine Rich, Automata, Computability and Complexit 1° Edition, Pearso
education,2012/2013
2. KL P Mishra, N Chandrasekaran™ Bdition, Theory of Computer Science, Phl, 2012.

Reference Books:

1. John E Hopcroft, Rajeev Motwani, Jeffery D Ulimémtroduction to AutomataTheory
Languages, and Computation, 3rd Edition, Pearsacd&bn, 2013

2. Michael Sipser : Introduction to the Theory of Cartgtion, 3rd edition, Cengage learning,201

3. John C Martin, Introduction to Languages and ThedFi of Computation, "3Edition, Tata
McGraw —Hill Publishing Company Limited, 2013

4. Peter Linz, “An Introduction to Formal Languagesl @&utomata”, 3rd Edition, Narosa
Publishers, 1998

5. Basavaraj S. Anami, Karibasappa K G, Formal Laggsand Automata theory, Wiley India,
2012

6. C K Nagpal, Formal Languages and Automata Theox§joi@ University press, 2012.

Faculty can utilize open source tools (like JFLAP)o make teaching and learning more interactive.




APPLICATION DEVELOPMENT USING PYTHON
[(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CS55 IA Marks 40

Number of Lecture Hours/Week 03 Exam Marks 60

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course ObjectivesThis course¢(18CS55)will enable students

Learn the syntax and semantics of Python programpiaimguage.

lllustrate the process of structuring the datagifists, tuples and dictionarie
Demonstrate the use of built-in functions to naiedgae file system.
Implement the Object Oriented Programming concieps/thon.

S.

« Appraise the need for working with various docursehke Excel, PDF, Word an
Others.
Module — 1 Teaching
Hours
Python Basic;, Entering Expressions into the Interactive Shdlhe Integer, 08

Floating-Point, and String Data Types, String Coeication and Replication, Storir
Values in Variables, Your First Program, Dissectiigur Progranflow control,
Boolean Values, Comparison Operators, Boolean @gsiMixing Boolean an(
Comparison Operators, Elements of Flow ControlgRrm Execution, Flow Contrg
Statements, Importing Modules,Ending a ProgramyBarih sys.exit(),Functions,
def Statements with Parameters, Return Values etdnr Statements,The No
Value, Keyword Arguments and print(), Local and K&lb Scope, The globsg
Statement, Exception Handling, A Short Program:<Suke Number

Textbook 1: Chapters 1 — 3
RBT: L1, L2

19

)
D

Module -2

Lists, The List Data Type, Working with Lists, Augmentddsignment Operators
Methods, Example Program: Magic 8 Ball with a Lisst-like Types: Strings an
Tuples,Reference®ictionaries and Structuring Data, The Dictionary Data Type
Pretty Printing, Using Data Structures to Model IR&arld Things, Manipulating
Strings, Working with Strings, Useful String Methods, PdjePassword Locke
Project: Adding Bullets to Wiki Markup

Textbook 1: Chapters 4 — 6
RBT: L1, L2, L3

5,08

Module — 3

Pattern Matching with Regular Expressions Finding Patterns of Text Withol
Regular Expressions, Finding Patterns of Text wRbgular Expressions, Mol
Pattern Matching with Regular Expressions, Greawy ldongreedy Matching, Th
findall() Method, Character Classes, Making YourrO@haracter Classes, The C4d

uto8
e
e
ret




and Dollar Sign Characters, The Wildcard Charad®ayiew of Regex Symbols
Case-Insensitive Matching, Substituting Stringshwiite sub() Method, Managir
Complex Regexes, Combining re .IGNORECASE, re .DOIAand re .VERBOSE
Project: Phone Number and Email Address Extra®egqding and Writing Files,

Files and File Paths, The os.path Module, The Rédading/Writing Process, Saving

Variables with the shelve Module,Saving Variableghwthe pprint.pformat(
Function, Project: Generating Random Quiz Filespojdget: Multiclipboard,
Organizing Files, The shutil Module, Walking a Directory Tree, Comgsing Fileg
with the zipfile Module, Project: Renaming FilestlwiAmerican-Style Dates t
European-Style Dates,Project: Backing Up a Fold¢o i ZIP File,Debugging,
Raising Exceptions, Getting the Traceback as agtAssertions, Logging, IDLE’
Debugger.

Textbook 1: Chapters 7 — 10
RBT: L1, L2, L3

LQ"'

(@)

L4

Module — 4

Classes and object Programmer-defined types, Attributes, Rectandlesances a
return values, Objects are mutable, Copyi@fpsses and functions,Time, Pure
functions, Modifiers, Prototyping versus plannir@gasses and methodsQbject-

oriented features, Printing objects, Another ex@ampA more complicated

example,The init method, The __ str  method, Operaverloading, Type-baseg
dispatch, Polymorphism, Interface and implementsitiberitance, Card objects
Class attributes, Comparing cards, Decks, Printivegdeck, Add, remove, shuff
and sort, Inheritance, Class diagrams, Data entatjmsu

Textbook 2: Chapters 15 — 18
RBT: L1, L2, L3

d

e

Module — 5

Web Scraping Project: MAPIT.PY with the webbrowser Module, Ddwaading
Files from the Web with the requests Module, Savagvnloaded Files to the Ha
Drive, HTML, Parsing HTML with the BeautifulSoup Male, Project: “I'm Feeling

Lucky” Google Search,Project: Downloading All XKCDomics, Controlling the

Browser with the selenium ModuléVorking with Excel Spreadsheets,Excel
Documents, Installing the openpyxl Module, Readixrel Documents, Projec
Reading Data from a Spreadsheet, Writing Excel Dwmnts, Project: Updating
Spreadsheet, Setting the Font Style of Cells, Bdnécts, Formulas, Adjusting Row
and Columns, Chart®yorking with PDF and Word Documents, PDF Documents
Project: Combining Select Pages from Many PDFs, dMdocumentsWorking

08
rd

14

—

a
VS

with CSV files and JSON data,The csv Module, Project: Removing the Header

from CSV Files, JSON and APIs, The json Module, & Fetching Curren
Weather Data

t




Textbook 1: Chapters 11 — 14
RBT: L1, L2, L3

Course Outcomes After studying this course, students will be alo

Demonstrate proficiency in handling of loops aneation of functions.

Identify the methods to create and manipulate, lisgges and dictionaries.

Discover the commonly used operations involvingutegexpressions and file system.
Interpret the concepts of Object-Oriented Programgnais used in Python.

Determine the need for scraping websites and wgrkiith CSV, JSON and other fil
formats.

Question paper pattern:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions coveatighe topics under a module.

The students will have to answer 5 full questi@etecting one full question from each module

Text Books:

1.

2.

Al Sweigart‘Automate the Boring Stuff with Python”, 1°Edition, No Starch Press, 20:
(Available under CC-BY-NC-SA license at https:/fauttetheboringstuff.com/)

(Chapters 1 to 18)

Allen B. Downey,“Think Python: How to Think Like a Computer Scientist”, 2" Edition,
Green Tea Press, 2015. (Available under CC-BY-NC cense at
http://greenteapress.com/thinkpython2/thinkpythpdf.

(Chapters 13, 15, 16, 17, 18) (Download pdf/htihekfirom the above links)

Reference Books:

1.

2.

3.

Gowrishankar S, Veena A‘Introduction to Python Programming”, 1% Edition, CRC
Press/Taylor & Francis, 2018. ISBN-13: 978-08153243

Jake VanderPlasPython Data Science Handbook: Essential Tools foWworking with Data”,
1% Edition, O'Reilly Media, 2016. ISBN-13: 978-14919158

Charles DierbacH:ntroduction to Computer Science Using Python”, 1** Edition, Wiley India
Pvt Ltd, 2015. ISBN-13: 978-8126556014

Wesley J Chun“Core Python Applications Programming”, 3¢ Edition, Pearson Educatig
India, 2015. ISBN-13: 978-9332555365




UNIX PROGRAMMING
(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CS56 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course ObjectivesThis course(18CS5() will enable students

» Interpret the features of UNIX and basic commands.
» Demonstrate different UNIX files and permissions

* Implement shell programs.

» Explain UNIX process, IPC and signals.

Module 1

Contact
Hours

Introduction: Unix Components/Architecture. Features of Unix. THEIX Environment
and UNIX Structure, Posix and Single Unix speciiima. General features of Un
commands/ command structure. Command argumentptimhs. Basic Unix command
such as echo, printf, Is, who, date,passwd, caliidting commands. Meaning of Intern
and external commands. The type command: knowiagyje of a command and locating
The root login. Becoming the super user: su command

Unix files: Naming files. Basic file types/categories. Orgatitwa of files. Hidden files
Standard directories. Parent child relationshipe Thme directory and the HOME variab
Reaching required files- the PATH variable, mardginly the PATH, Relative and absoly
pathnames. Directory commands — pwd, cd, mkdirjmecammands. The dot (.) and douk
dots (..) notations to represent present and paiesttories and their usage in relative p
names. File related commands — cat, mv, rm, c@ngcod commands.

RBT: L1, L2

08
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Module 2

File attributes and permissions The |Is command with options. Changing file pernoissi
the relative and absolute permissions changing odsth Recursively changing fil
permissions. Directory permissions.

The shells interpretive cycle:Wild cards. Removing the special meanings of weiads.
Three standard files and redirectidbonnecting commands: Pipe. Basic and Extende
regular expressions. The grep, egrep. Typical el@snpnvolving different regula
expressions.

Shell programming: Ordinary and environment variables. The .profRead and readonl
commands. Command line arguments. exit and exitstaf a command. Logical operatd
for conditional execution. The test command andsiisrtcut. The if, while, for and ca
control statements. The set and shift commands$andling positional parameters. The h
( <<) document and trap command. Simple shell rmgexamples.

RBT: L1, L2

Module 3

UNIX File APlIs: General File APIs, File and Record Locking, DiregtbBile APIs, Device
File APIs, FIFO File APIs, Symbolic Link File APIs.

UNIX Processes and Process Control:

The Environment of a UNIX Process:Introduction, main function, Process Terminati

08

on,

Command-Line Arguments, Environment List, Memoryydat of a C Program, Share

2d




Libraries, Memory Allocation, Environment Variablesetimp and longjmp Functior
getrlimit, setrlimit Functions, UNIX Kernel Suppddr Processes.

Process Control: Introduction, Process Identifiers, fork, vfork, gxivait, waitpid, wait3,
wait4 Functions, Race Conditions, exec Functions

RBT:L1,L2, L3

Module 4

Changing User IDs and Group IDs, Interpreter Fiégstem Function, Process Accounti | 08
User Identification, Process Times, /O Redirection

Overview of IPC Methods Pipes, popen, pclose Functions, Coprocesses sk-53tem V
IPC, Message Queues, Semaphores.

Shared Memory, Client-Server Properties, Stream Pipes, Passladescriptors, An Open
Server-Version 1, Client-Server Connection Funaion

RBT:L1,L2, L3

Module 5

Signals and Daemon Process¢ Signals: The UNIX Kernel Support for Signals, sigi| 08
Signal Mask, sigaction, The SIGCHLD Signal and watpid Function, The sigsetimp and
siglongjmp Functions, Kill, Alarm, Interval Timer®OSIX.Ib Timers. Daemon Processgs:
Introduction, Daemon Characteristics, Coding Rulespr Logging, Client-Server Model.

RBT:L1,L2, L3

Course Outcomes The student will be able t

» Explain Unix Architecture, File system and use a8 Commands
* lllustrate Shell Programming and to write Shelliftsr

» Categorize, compare and make use of Unix Systeis Cal

» Build an application/service over a Unix system.

Question Paper Pattern

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

* The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Sumitabha Das., Unix Concepts and Applicatior"Edition., Tata McGraw Hill ( Chapter 1
,3,4,5,6,8,13,14)

2. W. Richard Stevens: Advanced Programming in theXUBihvironment, 2nd Edition, Pearson
Education, 2005 ( Chapter 3,7,8,10,13,15)

3. Unix System Programming Using C++ - Terrence CIral, 1999. ( Chapter 7,8,9,10)

Reference Books:

1. M.G. Venkatesh Murthy: UIX & Shell Programmin, Pearson Educatic
2. Richard Blum , Christine Bresnahan : Linux Commaim and Shell Scripting Bible,
2ndEdition, Wiley,2014.

Faculty can utilize open source tools to make teattty and learning more interactive.




COMPUTER NETWORK LABORATORY
(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CSL57 CIE Marks 40

Number of Contact Hours/Week 0:2:2 SEE Marks 60

Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This course (18CSL!) will enable students t

» Demonstrate operation of network and its managegmnimands
e Simulate and demonstrate the performance of GSMCaNdA
* Implement data link layer and transport layer prots.

Descriptions (if any):

» For the experiments below modify the topology aadameters set for the experiment and t
multiple rounds of reading and analyze the resutslable in log files. Plot necessary graphs
conclude. Use NS2/NS3.

» Installation procedure of the required software mu$ be demonstrated, carried out in
groups and documented in the journal.

ake
and

Programs List:

PART A

1. Implement three nodes poi— to — point network with duplex links between them. Set
gqueue size, vary the bandwidth and find the nurobpackets dropped.

2. Implement transmission of ping messages/trace mwgea network topology consisting o
nodes and find the number of packets dropped doertgestion.

3. Implement an Ethernet LAN using n nodes and setiphe traffic nodes and plot congesti
window for different source / destination.

4, Implement simple ESS and with transmitting nodeswire-less LAN by simulation an
determine the performance with respect to transomss packets.

5. Implement and study t/ performance of GSM on NS2/NS3 (Using MAC layer)
equivalent environment.

6. Implement and study the performance of CDMA on M&3 (Using stack called Call ne

or equivalent environment

PART B (Implement the following in Java)

~N

Write a program foerror detecting code using CFCCITT (1€- bits).

Write a program to find the shortest path betwestices using bellmeford algorithm

©|x

Using TCP/IP sockets, write a client — server paogto make the client send the file na
and to make the server send back the contente asétjuested file if present.

me

10. Write a program on datagram socket for client/setwalisplay the messages on client si
typed at the server side.

de,

11. Write a program for simple RSA algorithm to encrgptd decrypt the data.

12, Write a program for congestion control using leblkigket algorithn

Laboratory Outcomes: The student should be able

» Analyze and Compare various networking protocols.

» Demonstrate the working of different concepts dfuaeking.

* Implement, analyze and evaluate networking pro®itoNS2 / NS3 and JAVA programming
language

Conduct of Practical Examination:




Experiment distribution
o For laboratories having only one part: Studentsafiosved to pick one experiment from

the lot with equal opportunity.
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Tith equal opportunity.
Change of experiment is allowed only once and mallkéted for procedure to be made zero g
the changed part only.
Marks Distribution(Courseed to change in accoradance with universigglations)
i) For laboratories having only one part — Proceduxecution + Viva-Voce: 15+70+15 =
100 Marks
j) For laboratories having PART A and PART B
i. Part A—Procedure + Execution + Viva = 6 + 28= 40 Marks
ii. Part B — Procedure + Execution + Viva =9 + 42=+@&0 Marks




DBMS LABORATORY WITH MINI PROJECT
(Effective from the academic year 2018 -2019)
SEMESTER -V

Course Code 18CSL58 CIE Marks 40

Number of Contact Hours/Week 0:2:2 SEE Marks 60

Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This course (18CSI8) will enable students 1

» Foundation knowledge in database concepts, tecip@od practice to groom students into
well-informed database application developers.

e Strong practice in SQL programming through a varadtdatabase problems.

» Develop database applications using front-end tatsback-end DBMS.

Descriptions (if any):

PART-A: SQL Programming (Max. Exam Mks. 50
« Design, develop, and implement the specified gaddethe following problems using
Oracle, MySQL, MS SQL Server, or any other DBMS emdNUX/Windows environment.
» Create Schema and insert at least 5 records fortabte. Add appropriate database
constraints.
PART-B: Mini Project (Max. Exam Mks. 30)
e Use Java, C#, PHP, Python, or any other similartfemd tool. All applications must be
demonstrated on desktop/laptop as a stand-alowelnbased application (Mobile apps
on Android/IOS are not permitted.)

Installation procedure of the required software mus$ be demonstrated, carried out in groups
and documented in the journal.

Programs List:

PART A

1. Consider the following schema for a Library Datad
BOOK(Book_id Title, Publisher_ Name, Pub_Year)
BOOK_AUTHORS(Book_igd Author_Name)
PUBLISHER(NameAddress, Phone)
BOOK_COPIES(Book_idProgramme_idNo-of Copies)
BOOK_LENDING(Book_id Programme_idCard N Date_Out, Due_Date)
LIBRARY_PROGRAMME(Programme_jdProgramme_Name, Address)
Write SQL queries to
1. Retrieve details of all books in the library —tiddle, name of publisher, authors,
number of copies in each Programme, etc.
2. Get the particulars of borrowers who have borromede than 3 books, but
from Jan 2017 to Jun 2017.
3. Delete a book in BOOK table. Update the contentstioér tables to reflect this
data manipulation operation.
4. Partition the BOOK table based on year of publ@atDemonstrate its working
with a simple query.
5. Create a view of all books and its number of coffies are currently available
in the Library.

2. Consider the following schema for Order Datak
SALESMAN(Salesman_idName, City, Commission)
CUSTOMER(Customer_jdCust_Name, City, Grade, Salesman_id)
ORDERS(Ord_NpPurchase Amt, Ord_Date, Customer_id, Salesman_id)




Write SQL queries t

1. Count the customers with grades above Bangalove'sage.

2. Find the name and numbers of all salesman who foad than one customer.

3. List all the salesman and indicate those who hankdon’t have customers in
their cities (Use UNION operation.)

4. Create a view that finds the salesman who hasustemmer with the highest order
of a day.

5. Demonstrate the DELETE operation by removing sateswith id 1000. All
his orders must also be deleted.

Consider the schema for Movie Datab

ACTOR(Act_id Act_ Name, Act_Gender)
DIRECTOR(Dir_id Dir_Name, Dir_Phone)
MOVIES(Mov_id, Mov_Title, Mov_Year, Mov_Lang, Dir_id)
MOVIE_CAST(Act_id Mov_id, Role)

RATING(Mov_id, Rev_Stars)

Write SQL queries to

1. List the titles of all movies directed by ‘Hitchddc

2. Find the movie names where one or more actors actgg or more movies.

3. List all actors who acted in a movie before 2000 also in a movie after 2015
(use JOIN operation).

4. Find the title of movies and number of stars fartemovie that has at least one
rating and find the highest number of stars thatimeeceived. Sort the result by
movie title.

5. Update rating of all movies directed by ‘Stevenefimrg’ to 5.

Consider the schema for College Datak
STUDENT(USN SName, Address, Phone, Gender)
SEMSEC(SSID Sem, Sec)
CLASS(USN SsSID)
COURSE(SubcodeTitle, Sem, Credits)
IAMARKS(USN, SubcodeSSID, Testl, Test2, Test3, FinallA)
Write SQL queries to
1. List all the student details studying in fourth smter ‘C’ section.
2. Compute the total number of male and female stedargach semester and in
each section.
3. Create a view of Testl marks of student USN ‘1BI$%CQ1’ in all Courses.
4. Calculate the FinallA (average of best two testksjpand update the
corresponding table for all students.
5. Categorize students based on the following criterio
If FinallA = 17 to 20 then CAT = ‘Outstanding’
If FinallA = 12 to 16 then CAT = ‘Average’
If FinallA< 12 then CAT = ‘Weak’
Give these details only fol"&emester A, B, and C section students.

Consider the schema fCompany Databas
EMPLOYEE(SSN Name, Address, Sex, Salary, SuperSSN, DNo)
DEPARTMENT(DNg DName, MgrSSN, MgrStartDate)
DLOCATION(DNo,DLoc)
PROJECT(PNpPName, PLocation, DNO)
WORKS_ON(SSNPNqg Hours)
Write SQL queries to
1. Make a list of all project numbers for projectsttimvolve an employee whose
last name is ‘Scott’, either as a worker or as aager of the department that




controls the projec

2. Show the resulting salaries if every employee waglan the ‘loT’ project is
given a 10 percent raise.

3. Find the sum of the salaries of all employees ef fitcounts’ department, as
well as the maximum salary, the minimum salary, #redaverage salary in this
department

4. Retrieve the name of each employee who works ahelprojects controlledby
department number 5 (use NOT EXISTS operator).

5. For each department that has more than five empfyyetrieve the department
number and the number of its employees who arengakbre than Rs.

6,00,000.
PART B: Mini Project
. Forany problem select:
. Make sure that the application should have fivenore table
. Indicative areas include; health ¢

Laboratory Outcomes: The student should be able

» Create, Update and query on the database.
» Demonstrate the working of different concepts ofNDiB
* Implement, analyze and evaluate the project deeeldpr an application.

Conduct of Practical Examination:

» Experiment distribution
o For laboratories having only one part: Studentsafiosved to pick one experiment from
the lot with equal opportunity.
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Tith equal opportunity.
» Change of experiment is allowed only once and mallk¢éted for procedure to be made zero g
the changed part only.
» Marks Distribution(Courseed to change in accoradance with universigglations)
k) For laboratories having only one part — Proceduxecution + Viva-Voce: 15+70+15 =
100 Marks
I) For laboratories having PART A and PART B
i. Part A— Procedure + Execution + Viva = 6 + 28= 40 Marks
ii. Part B — Procedure + Execution + Viva = 9 + 42=+@&0 Marks




SYSTEM SOFTWARE AND COMPILERS
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS61 CIE Marks 40

Number of Contact Hours/Week 3:2:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18CSi) will enable students t

Define System Software.
Familiarize with source file, object file and exeahle file structures and libraries

Describe the front-end and back-end phases of dergid their importance to students

Module 1 Contact
Hours

Introduction to System Software, Machine Architeetwf SIC and SIC/XEAssemblers:| 10

Basic assembler functions, machine dependent asserfdatures, machine independent

assembler features, assembler design optionsc Baader Functions

Text book 1: Chapter 1: 1.1,1.2,1.3.1,1.3.2, Chape: 2.1 to 2.4, Chapter 3 ,3.1

RBT:L1,L2,L3

Module 2

Introduction: Language Processors, The structure of a compilbe €valuation o| 10

programming languages, The science of building dlempApplications of compile

technology.

Lexical Analysis: The role of lexical analyzer, Input buffering, $ifieations of token,

recognition of tokens.

Text book 2:Chapter 1 1.1-1.5 Chapter 3: 3.13:4

RBT:L1,L2,L3

Module 3

Syntax Analysis: Introduction, Context Free Gramsnairiting a grammar, Top Dow| 10

Parsers, Bottom-Up Parsers

Text book 2: Chapter4 4.1, 4.24.34.445

RBT:L1,L2,L3

Module 4

Lex and Yacc-The Simplest Lex Program, Grammars, P«~Lexer Communication, /| 10

YACC Parser, The Rules Section, Running LEX and CAQEX and Hand- Writter
Lexers, Using LEX - Regular Expression, ExamplesRe&fgular Expressions, A Woli
Counting Program,

Using YACC - Grammars, Recursive Rules, Shift/Red®arsing, What YACC Cann
Parse, A YACC Parser - The Definition Section, Fhdes Section, The LEXER, Compilin
and Running a Simple Parser, Arithmetic ExpressamsAmbiguity.
Text book 3: Chapter 1,2 and 3.

RBT: L1,L2,L3

Module 5

Syntax Directed Translation, Intermediate code gtin, Code generati
Text book 2: Chapter 5.1, 5.2, 5.3, 6.1, 6.2, 8&.2
RBT: L1, L2, L3

10

Course Outcomes The student will be able t




Explain system software
Design and develop lexical analyzers, parsers add generators
Utilize lex and yacc tools for implementing diffateconcepts of system software

Question Paper Pattern:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions covesdtighe topics under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Textbooks:

1. System Software by Leland. L. Beck, D Manjul® edition, 201

2. Alfred V Aho, Monica S. Lam, Ravi Sethi, Jeffrey Dllman , Compilers-Principles, Techniqu

and Tools, Pearson’“&dition, 2007

3. Doug Brown, John Levine, Tony Mason, lex & yacdR€llly Media, October 2012.
Reference Books:

1. Systems programmir— Srimanta Pal , Oxford university press, 2

2. System programming and Compiler Design, K C Lou@angage Learning

3. System software and operating system by D. M. Dieered TMG

4. Compiler Design, K Muneeswaran, Oxford Universitg$s 2013.




COMUTER GRAPHICS AND VISUALIZATION
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS62 CIE Marks 40

Number of Contact Hours/Week 3:2:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18C<2) will enable students 1

» Explain hardware, software and OpenGL Graphics iBvies.

» lllustrate interactive computer graphic using thee@GL.

» Design and implementation of algorithms for 2D dpiap Primitives and attributes.
« Demonstrate Geometric transformations, viewing atn 2D and 3D objects.

» Infer the representation of curves, surfaces, Cahak lllumination models

Module 1 Contact
Hours
Overview: Computer Graphics and OpenGL: Computeapics: Basics of comput| 10

graphics, Application of Computer Graphics, Videtsiay Devices: Random Scan and

Raster Scan displays, graphics software. OpenGtrodaction to OpenGL ,coordina

e

reference frames, specifying two-dimensional weoddrdinate reference frames in OpenGL,
OpenGL point functions, OpenGL line functions, goattributes, line attributes, curye
attributes, OpenGL point attribute functions, Opkri@&e attribute functions, Line drawing
algorithms(DDA, Bresenham's), circle generatioroaitms (Bresenham'’s).

Text-1:Chapter -1: 1-1 to 1-9, 2-1(page 39 to 41)&2.9,3-1 to 3-5,3-9,3-20

RBT: L1, L2, L3

Module 2

Fill area Primitives, 2D Geometric Transformationsand 2D viewing:Fill area Primitives| 10
Polygon fill-areas, OpenGL polygon fill area furets, fill area attributes, general scan ljne

polygon fill algorithm, OpenGL fill-area attribufenctions. 2DGeometric Transformatior
Basic 2D Geometric Transformations, matrix reprégéns and homogeneous coordina
Inverse transformations, 2DComposite transformatioother 2D transformations, ras

methods for geometric transformations, OpenGL rasémsformations, OpenGL geometr

transformations function, 2D viewing: 2D viewingpline, OpenGL 2D viewing functions.
Text-1:Chapter 3-14 to 3-16,4-9,4-10,4-14,5-1 to/5-17,6-1,6-4
RBT:L1,L2,L3

S.

€s.

er
c

Module 3

Clipping,3D Geometric Transformations, Color and llumination Models: Clipping:
clipping window, normalization and viewport transf@tions, clipping algorithms,2D poif
clipping, 2D line clipping algorithms: cohen-sutlaed line clipping only -polygon fill are
clipping:  Sutherland-Hodgeman  polygon clipping aitgon  only.3DGeometrig
Transformations: 3D translation, rotation, scalingmposite 3D transformations, other
transformations, affine transformations, OpenGLmgewic transformations functions. Col
Models: Properties of light, color models, RGB a@#1Y color models. lllumination
Models: Light sources, basic illumination models#ient light, diffuse reflection, specul
and phong model, Corresponding openGL functions.

Text-1:Chapter :6-2 to 6-08 (Excluding 6-4),5-9 tb-17(Excluding 5-15),12-1,12-2,12-

4,12-6,10-1,10-3
RBT: L1, L2, L3

o




Module 4

3D Viewing and Visible Surface Detection3DViewing:3D viewing concepts, 3D viewir| 10
pipeline, 3D viewing coordinate parameters , Tramghtion from world to viewing
coordinates, Projection transformation, orthoggmalections, perspective projections, The
viewport transformation and 3D screen coordinaBggenGL 3D viewing functions. Visible
Surface Detection Methods: Classification of visildurface Detection algorithms, depth
buffer method only and OpenGL visibility detectifumctions.

Text-1:Chapter: 7-1 to 7-10(Excluding 7-7), 9-1,9:38-14
RBT: L1, L2, L3

Module 5

Input& interaction, Curves and Computer Animation: Input and Interaction: Inpt| 10
devices, clients and servers, Display Lists, Digplsts and Modeling, Programming Event
Driven Input, Menus Picking, Building Interactiveddels, Animating Interactive programs,
Design of Interactive programs, Logic operationsurved surfaces, quadric surfaces,
OpenGL Quadric-Surface and Cubic-Surface Functideszier Spline Curves, Bezier
surfaces, OpenGL curve functions. Correspondingn@jhefunctions.

Text-1:Chapter :8-3 to 8-6 (Excluding 8-5),8-9,841,8-11,3-8,8-18,13-11,3-2,13-3,13-
4,13-10

Text-2:Chapter 3: 3-1 to 3.11: Input& interaction
RBT: L1, L2, L3

Course Outcomes The student will b able to

» Design and implement algorithms for 2D graphicenjtives and attributes.

» lllustrate Geometric transformations on both 2D a8bdobjects.

» Apply concepts of clipping and visible surface @&t in 2D and 3D viewing, and llluminatiorn
Models.

» Decide suitable hardware and software for devetpgnaphics packages using OpenGL.

Question Paper Pattern

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Donald Hearn & Pauline BakeComputer Graphics with OpenGL Versid® / 4" Edition,
Pearson Education,2011

2. Edward Angel: Interactive Computer Graphics- A Tapwn approach with OpenGL"®dition.
Pearson Education, 2008

Reference Books:

1. James D Foley, Andries Van Dam, Steven einer, John F Huges Computer graphics 1
OpenGL: pearson education

2. Xiang, Plastock : Computer Graphics, sham'’s pettieries, ® edition, TMG.

3. Kelvin Sung, Peter Shirley, steven Baer : Intexa&ctiComputer Graphics, concepts 4
applications, Cengage Learning

ind

4. M M Raikar & Shreedhara K S Computer Graphics u€ipgnGL, Cengage publication




WEB TECHNOLOGY AND ITS APPLICATIONS
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS63 CIE Marks 40

Number of Contact Hours/Week 3:2:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18C<3) will enable students 1

* lllustrate the Semantic Structure of HTML and CSS
e Compose forms and tables using HTML and CSS

» Design Client-Side programs using JavaScript amde®seSide programs using PHP

» Infer Object Oriented Programming capabilities bffP
» Examine JavaScript frameworks such as jQuery amdtRme

Module 1 Contact
Hours
Introduction to HTML, What is HTML and Wherdid it come from?, HTML Syntay| 10

Semantic Markup, Structure of HTML Documents, Quidur of HTML Elements, HTML5

Semantic Structure Elements, Introduction to CS8awWs CSS, CSS Syntax, Location|of
Styles, Selectors, The Cascade: How Styles Intefaet Box Model, CSS Text Styling.
Textbook 1: Ch. 2, 3

RBT: L1, L2, L3

Module 2

HTML Tables and Forms, Introducing Tables, Stylifigbles, Introducing Forms, For| 10
Control Elements, Table and Form Accessibility, Mformats, Advanced CSS: Layout,
Normal Flow, Positioning Elements, Floating Elenser@@onstructing Multicolumn Layouts,
Approaches to CSS Layout, Responsive Design, C&adworks.

Textbook 1: Ch. 4,5

RBT: L1, L2, L3

Module 3

JavaScript: Cliel-Side Scripting, What is JavaScript and Wcan it do?, JavaScript Desi| 10
Principles, Where does JavaScript Go?, Syntax,Skai@ Objects, The Document Object
Model (DOM), JavaScript Events, Forms, IntroductionServer-Side Development with
PHP, What is Server-Side Development, A Web SesvBesponsibilities, Quick Tour of
PHP, Program Control, Functions

Textbook 1: Ch. 6, 8

RBT: L1, L2, L3

Module 4

PHP Arrays and Superglobals, Arrays, $_GET and $PSuperglobal Arrays, $_SERVE| 10
Array, $_Files Array, Reading/Writing Files, PHPa€$es and Objects, Object-Oriented
Overview, Classes and Objects in PHP, Object GatbriDesign, Error Handling and
Validation, What are Errors and Exceptions?, PHRorEReporting, PHP Error and
Exception Handling

Textbook 1: Ch. 9, 10

RBT: L1, L2, L3

Module 5

Managing State, The Problem of State in Web Apptios, Passing Information via Que| 10
Strings, Passing Information via the URL Path, Gesk Serialization, Session State,

HTML5 Web Storage, Caching, Advanced JavaScript #@dery, JavaScript Pseudp-




Classes, jQuery Foundations, AJAX, Asynchronous Fiansmission, Animation, Backbo
MVC Frameworks, XML Processing and Web Services,LX®Rtocessing, JSON, Overview
of Web Services.

Textbook 1: Ch. 13, 15,17

RBT:L1,L2,L3

Course Outcomes The student will be able tc

» Adapt HTML and CSS syntax and semantics to build peges.

» Construct and visually format tables and forms gi$ifML and CSS

» Develop Client-Side Scripts using JavaScript ante3eSide Scripts using PHP to generate and
display the contents dynamically.

» Appraise the principles of object oriented develeptusing PHP

» Inspect JavaScript frameworks like jQuery and Backbwhich facilitates developer to focus jon
core features.

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.

» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Randy Connolly, Ricardo Hoa"Fundamentals of Web Development”, 1°Edition, Pearso

Education India.ISBN:978-9332575271)
Reference Books:

1. Robin Nixon, “Learning PHP, MySQL &JavaScript with jQuery, CSS and HTML5",
4"™Edition, O'Reilly Publications, 20151BN:978-9352130153)

2. Luke Welling, Laura ThomsortfPHP and MySQL Web Development”, 5" Edition, Pearson
Education, 2016.18BN:978-9332582736)

3. Nicholas C Zakas‘Professional JavaScript for Web Developers”,3° Edition, Wrox/Wiley
India, 2012. kKSBN:978-8126535088)

4. David Sawyer Mcfarland,"JavaScript & jQuery: The Missing Manual’, 1% Edition,
O'Reilly/Shroff Publishers & Distributors Pvt Lt@014

Mandatory Note:
Distribution of CIE Marks is a follows (Total 40 Mes):
» 20 Marks through IA Tests
e 20 Marks through practical assessment
Maintain a copy of the report for verification during LIC visit.
Posssible list of practicals:

1. Write a JavaScript to design a simple calculatompésform the following operations: su
product, difference and quotient.

2. Write a JavaScript that calculates the squaresabes of the numbers from 0 to 10 and
outputs HTML text that displays the resulting valie an HTML table format.

3. Write a JavaScript code that displays text “TEXT@RING” with increasing font size in the
interval of 100ms in RED COLOR, when the font simaches 50pt it displays “TEXT-
SHRINKING” in BLUE color. Then the font size decses to 5pt.

4. Develop and demonstrate a HTMLS5 file that includagaScript script that uses functions for the




following problems
a. Parameter: A string
b. Output: The position in the string of the left-mustvel
c. Parameter: A number
d. Output: The number with its digits in the reverseen
5. Design an XML document to store information aboustadent in an engineering college
affiliated to VTU. The information must include USNName, and Name of the College,
Programme, Year of Joining, and email id. Make amgle data for 3 students. Create a ¢SS
style sheet and use it to display the document.
6. Write a PHP program to keep track of the numbaiigifors visiting the web page and to display
this count of visitors, with proper headings.
7. Write a PHP program to display a digital clock whilisplays the current time of the
server.
8. Write the PHP programs to do the following:
a. Implement simple calculator operations.
b. Find the transpose of a matrix.
c. Multiplication of two matrices.
d. Addition of two matrices.

9. Write a PHP program named states.py that declaregriable states with value "Mississippi

Alabama Texas Massachusetts Kansas". write a Péti?gan that does the following:

a. Search for a word in variable states that enda@ Store this word in element 0 of a list

named statesList.

b. Search for a word in states that begins with k amdls in s. Perform a case-insensitive

comparison. [Note: Passing re.las a second pararteetmethod compile performs |a

case-insensitive comparison.] Store this word émantl of statesList.

c. Search for a word in states that begins with Memdks in s. Store this  word n
element 2 of the list.

d. Search for a word in states that ends in a. Shiseatord in element 3 of the list.

10. Write a PHP program to sort the student recordhvhre stored in the database using selection

sort.




DATA MINING AND DATA WAREHOUSING
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS641 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS6:) will enable students t

» Define multi-dimensional data models.
» Explain rules related to association, classificadod clustering analysis.
» Compare and contrast between different classifinaind clustering algorithms

Module 1 Contact
Hours
Data Warehousing & modeling: Basic Concepts: Data Warehousing: A multi| 08

Architecture, Data warehouse models: Enterpriseel@rse, Data mart and virtu

al

model, Stars, Snowflakes and Fact constellatiomie®as for multidimensional Data

warehouse, Extraction, Transformation and loadDgta Cube: A multidimensional d:Fa

models, Dimensions: The role of concept Hierarghideasures: Their Categorization
computation, Typical OLAP Operations

Textbook 2: Ch.4.1,4.2

RBT: L1, L2, L3

nd

Module 2

Data warehouse implementationé Data mining: Efficient Data Cube computation: £
overview, Indexing OLAP Data: Bitmap index and jaialex, Efficient processing of OLA
Queries, OLAP server Architecture ROLAP versus M@L¥ersus HOLAP: Introduction:
What is data mining, Challenges, Data Mining Tadkata: Types of Data, Data Qualit
Data Preprocessing, Measures of Similarity andiDitarity.

Textbook 2: Ch.4.4

Textbook 1: Ch.1.1,1.2,1.4, 2.1 t0 2.4

RBT: L1, L2, L3

08

y;

Module 3

Association Analysis Association Analysis: Problem Definition, Frequelem sel
Generation, Rule generation. Alternative Methods Generating Frequent Item sets, R
Growth Algorithm, Evaluation of Association Pattgrn

Textbook 1: Ch 6.1 to 6.7 (Excluding 6.4)

08
-

RBT: L1, L2, L3

Module 4

Classification : Decision Trees Induction, Method for Comparing Gitars, Rule Base| 08
Classifiers, Nearest Neighbor Classifiers, Baye§iassifiers.

Textbook 1: Ch 4.3,4.6,5.1,5.2,5.3

RBT: L1, L2, L3

Module 5

Clustering Analysis: Overview, Kk-Means, Agglomerative Hierarchical Clusteril| 08
DBSCAN, Cluster Evaluation, Density-Based ClustgriGraph-Based Clustering, Scalable

Clustering Algorithms.
Textbook 1: Ch 8.110 8.5,9.3t0 9.5
RBT: L1, L2, L3




Course Cutcomes:The student will be able t

» Identify data mining problems and implement thead@arehouse
» Write association rules for a given data pattern.
» Choose between classification and clustering smiuti

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Pan¢Ning Tan, Michael Steinbach, Vipin Kumar: Introdoct to Data Mining, Pearson, Fil
impression,2014.

2. Jiawei Han, Micheline Kamber, Jian Pei: Data Minik@pncepts and Techniques® Edition,
Morgan Kaufmann Publisher, 2012.

Reference Books

1. Sam Anahory, Dennis Murray: Data Warehousing in tReal World, Pearson,Ten
Impression,2012.
2. Michael.J.Berry,Gordon.S.Linoff: Mastering Data Mig , Wiley Edition, second edtion,2012.




OBJECT ORIENTED MODELING AND DESIGN
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS642 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18C642) will enable students t

» Describe the concepts involved in Object-Orientediefling and their benefits.

» Demonstrate concept of use-case model, sequencel mod state chart model for a giv

problem.

» Explain the facets of the unified process apprdaalesign and build a Software system.

» Translate the requirements into implementatiorfbject Oriented design.
» Choose an appropriate design pattern to facildatelopment procedure.

Module 1 Contact
Hours

Advanced object and class concepts; Associatiors;eN-ary associations; Aggregatic| 08

Abstract classes; Multiple inheritance; MetadatajfiRation; Constraints; Derived Datg;

Packages. State Modeling: Events, States, Tramséstind Conditions, State Diagrams, State

diagram behaviour.

Text Book-1: 4,5

RBT: L1, L2

Module 2

UseCase Modelling and Detailed Requirements: Ogeryvi Detailed obje-oriented| 08

Requirements definitions; System Processes-A us&/Seenario view; ldentifying Input ar
outputs-The System sequence diagram; Identifyinge€dbBehaviour-The state cha
Diagram; Integrated Object-oriented Models.

Text Book-2:Chapter- 6:Page 210 to 250

RBT:L1,1L2,L3

nd
it

Module 3

Process Overview, System Conception and Domain yAisal Process Overviel
Development stages; Development life Cycle; Syst@onception: Devising a syste
concept; elaborating a concept; preparing a prolsEtement. Domain Analysis: Overvig
of analysis; Domain Class model: Domain state mddemain interaction model; Iteratin
the analysis.

Text Book-1:Chapter- 10,11,and 12

08

Module 4

Use case Realization :The Design Discipline withiniterations: Object Oriented Des-

The Bridge between Requirements and Implementab@sjgn Classes and Design with
Class Diagrams; Interaction Diagrams-Realizing Gase and defining methods; Design
with Communication Diagrams; Updating the DesigagSl Diagram; Package Diagran
Structuring the Major Components; Implementatisués for Thredayer Design.

Text Book-2: Chapter 8: page 292 to 346

RBT: L1, L2, L3

08
n

ng

Module 5

Design Patterns: Introduction; what is a desigriepa®, Describing design patterns,
catalogue of design patterns, Organizing the cgted, How design patterns solve des
problems, how to select a design patterns, hows&audesign pattern; Creational patte

08
ign
ns:

prototype and singleton (only); structural patteadaptor and proxy (only).




Text Book-3: Ch-1: 1.1, 1.3, 1.4, 1.5, 1.6, 1.78 Ch-3,Ch-4.
RBT:L1,L2, L3

Course Outcomes The student will be able t

» Describe the concepts of object-oriented and ldags modelling.
» Draw class diagrams, sequence diagrams and iriteratthgrams to solve problems.
» Choose and apply a befitting design pattern fogikien problem.

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

3. Michael Blaha, James Rumbaugh: Object Orientedéiod and Design with UML," Edition,
Pearson Education,2005

4. Satzinger, Jackson and Burd: Object-Oriented Aimlgs Design with the Unified Proces
Cengage Learning, 2005.

5. Erich Gamma, Richard Helm, Ralph Johnson and jolissies: Design Patterns —Elementsg
Reusable Object-Oriented Software, Pearson Edun;a€i6?7.

Reference Books:

1. Grady Booch et. al.: Obje-Oriented Analysis and Design with Applicatior® Edition,Pearsol
Education,2007.

2. 2.Frank Buschmann, RegineMeunier, Hans RohnergrPgdmmerlad, Michel Stal: Pattern
Oriented Software Architecture. A system of patteriolume 1, John Wiley and Sons.2007.

3. 3. Booch, Jacobson, Rambaugh : Object-OrientedyAisaind Design with Applications®3

edition, pearson, Reprint 2013
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CLOUD COMPUTING AND ITS APPLICATIONS
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS643 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours

3 Hrs

CREDITS -3

Course Learning Objectives:This course (18CS643) will enable student

Explain the fundamentals of cloud computing
lllustrate the cloud application programming andlanplatform
Contrast different cloud platforms used in industry

Module 1

Contact
Hours

Introduction ,Cloud Computing at a Glance, The dfisbf Cloud Computing, Defining
Cloud, A Closer Look, Cloud Computing Reference ElpdCharacteristics and Benefit
Challenges Ahead, Historical Developments, DisteduSystems, Virtualization, Web(Q2,
Service-Oriented Computing, Utility-Oriented Comipgt  Building Cloud Computing
Environments, Application Development, Infrasttuet and System Developme

Computing Platforms and Technologies, Amazon WabiSes (AWS), Google AppEngine

Microsoft Azure, Hadoop, Force.com and Salesfomra,dManjrasoft Aneka

Virtualization, Introduction, Characteristics of ritialized, Environments Taxonomy
Virtualization Techniques, Execution VirtualizatiorOther Types of Virtualization
Virtualization and Cloud Computing, Pros and Coh¥iaualization, Technology Example
Xen: Paravirtualization, VMware: Full VirtualizatioMicrosoft Hyper-V

Textbook 1: Ch. 1,3

RBT: L1, L2

08
Sl

)

Module 2

Cloud Computing Architecture, Introduction, CloudefBrence Model, Architectur
Infrastructure / Hardware as a Service, Platforra &grvice, Software as a Service, Type
Clouds, Public Clouds, Private Clouds, Hybrid Clsu@ommunity Clouds, Economics
the Cloud, Open Challenges, Cloud Definition, Clolrderoperability and Standarg
Scalability and Fault Tolerance Security, Trust] Bnivacy Organizational Aspects
Aneka: Cloud Application Platform, Framework Ovemwi Anatomy of the Anek
Container, From the Ground Up: Platform Abstractiayer, Fabric Services, foundati
Services, Application Services, Building Aneka Glsulnfrastructure Organization, Logig
Organization, Private Cloud Deployment Mode, Pul@lioud Deployment Mode, Hybri
Cloud Deployment Mode, Cloud Programming and Mansgg, Aneka SDK, Manageme
Tools

Textbook 1: Ch. 4,5

RBT: L1, L2

08
s of
of
Is
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Module 3

Concurrent Computing: Thread Programming, IntrodgdParallelism for Single Machir
Computation, Programming Applications with Thread#at is a Thread?, Thread AP
Techniques for Parallel Computation with Threadsytthreading with Aneka, Introducin
the Thread Programming Model, Aneka Thread vs. Comrihreads, Programmirn
Applications with Aneka Threads, Aneka Threads Aggilon Model, Domain
Decomposition: Matrix Multiplication,
Tangent.

Functional Demposition: Sine, Cosine, and

08
S,
0
g

High-Throughput Computing: Task Programming, Tasimputing, Characterizing a Tag

k1




Computing Categories, Frameworks for Task Conng, Taslbased Application Model:
Embarrassingly Parallel Applications, Parameter &gwépplications, MPI Applicationg,
Workflow Applications with Task Dependencies, Anekask-Based Programming, Task
Programming Model, Developing Applications with thask Model, Developing Parameter
Sweep Application, Managing Workflows.
Textbook 1: Ch. 6, 7

RBT: L1, L2

Module 4

Data Intensive Computing: M-Reduce Programming, What is C-Intensive Computing’| 08
Characterizing Data-Intensive Computations, Chghsn Ahead, Historical Perspective,
Technologies for Data-Intensive Computing, Stor&yestems, Programming Platforms,
Aneka MapReduce Programming, Introducing the MapRedProgramming Model,
Example Application
Textbook 1: Ch. 8
RBT: L1, L2

Module 5

Cloud Platforms in Industry, Amazon Web Servicesppute Services, Storage Servic| 08
Communication Services, Additional Services, Goo§fpEngine, Architecture and Cofe
Concepts, Application Life-Cycle, Cost Model, Obsgions, Microsoft Azure, Azure Core
Concepts, SQL Azure, Windows Azure Platform Apptian
Cloud Applications Scientific Applications, Healdre: ECG Analysis in the Cloud, Biology:
Protein Structure Prediction, Biology: Gene Expims®ata Analysis for Cancer Diagnosis,
Geoscience: Satellite Image Processing, Busines€ansumer Applications, CRM and
ERP, Productivity, Social Networking, Media Applicans, Multiplayer Online Gaming.
Textbook 1: Ch. 9,10

RBT: L1, L2

Course Outcomes The student will be able t

» Explain cloud computing, virtualization and clagservices of cloud computing
» lllustrate architecture and programming in cloud
» Describe the platforms for development of cloudli@pfions and List the application of cloud.

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@e$ecting one full question from each module.

Textbooks:

1. Rajkumar Buyya, Christian Vecchiola, and ThamagviSMastering Clouc Computing
McGraw Hill Education

Reference Books

1. Dan C. Marinescu, (oud Computing Theory and Practice, Morgan Kaufmé&isevier 201:




ADVANCED JAVA AND J2EE
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS644 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS644) will enable student

» Identify the need for advanced Java concepts likenterations and Collections
e Construct client-server applications using JavkebaPlI

» Make use of JDBC to access database through JageaRrs

» Adapt servlets to build server side programs

» Demonstrate the use of JavaBeans to develop compbaeed Java software

Module 1 Contact
Hours
Enumerations, Autoboxing and Annotations(metadata): Enumerations, Enumeratic| 08

fundamentals, the values() and valueOf() Methodsajenumerations are class typ
enumerations Inherits Enum, example, type wrapp@ustoboxing, Autoboxing ang
Methods, Autoboxing/Unboxing occurs in Expressiofgtoboxing/Unboxing, Boolean ar

character values, Autoboxing/Unboxing helps prevemtors, A word of Warning.

es,
)
d

Annotations, Annotation basics, specifying retemtfilicy, Obtaining Annotations at run
time by use of reflection, Annotated element Irsteef Using Default values, Marker
Annotations, Single Member annotations, Built-Imetations.

Textbook 1: Lesson 12

RBT: L1, L2,L3

Module 2

The collections and Framework: Collections Overview, Recent Change: Collections,| 08

The Collection Interfaces, The Collection Classkscessing a collection Via an lIteratc

Dr,

Storing User Defined Classes in Collections, Thad®an Access Interface, Working With
Maps, Comparators, The Collection Algorithms, When@ric Collections?, The legacy
Classes and Interfaces, Parting Thoughts on Cialtect

Text Book 1: Ch.17

RBT:L1,L2,L3

Module 3

String Handlin( :The String Constructors, String Length, Speciain§tOperations, Strin| 08

Literals, String Concatenation, String Concatematiwith Other Data Types, Strin
Conversion and toString( ) Character Extractionar@( ), getChars( ), getBytes(
toCharArray(), String Comparison, equals( ) and aégjgnoreCase( ), regionMatches
startsWith( ) and endsWith( ), equals( ) Versus ,=esompareTo( ) Searching String
Modifying a String, substring( ), concat( ), reméc), trim( ), Data Conversion Usin
valueOf( ), Changing the Case of Characters WithiBtring, Additional String Method
StringBuffer , StringBuffer Constructors, length(and capacity( ), ensureCapacity(

setLength( ), charAt( ) and setCharAt( ), getChaegtépend( ), insert( ), reverse( ), delete

and deleteCharAt( ), replace( ), substring( ), difidnal StringBuffer Methods
StringBuilder

Text Book 1: Ch 15
RBT: L1, L2, L3

Module 4




Background; The Life Cycle of a Servlet; Using Tainfor Servlet Development; A simf

08

Servlet; The Servlet API; The Javax.servlet Packadeeading Serviet Parameter; The
Javax.servlet.http package; Handling HTTP Requesid Responses; Using Cookies;
Session Tracking. Java Server Pages (JSP): JSPTalfa Tomcat, Request String, User
Sessions, Cookies, Session Objects

Text Book 1: Ch 31 Text Book 2: Ch 11

RBT: L1, L2, L3

Module 5

The Concept of JDBC; JDBC Driver Types; JDBC Pagelsa A Brief Overview of th| 08

JDBC process; Database Connection; Associating JIDBC/ODBC Bridge with the
Database; Statement Objects; ResultSet; Transa@&ronessing; Metadata, Data typ
Exceptions.

Text Book 2: Ch 06

RBT: L1, L2,L3

Course Outcomes The student will be able t

» Interpret the need for advanced Java conceptglikenerations and collections in developing

modular and efficient programs
» Build client-server applications and TCP/IP sogketgrams
» lllustrate database access and details for managfimgnation using the JDBC API
» Describe how servlets fit into Java-based web apfitin architecture
» Develop reusable software components using JavasBea

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each m
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@e$ecting one full question from each module.

odule.

Textbooks:

1. Herbert Schildt: JAVA the Complete Referenc™/9th Edition, Tata McGraw Hill, 200

2. Jim Keogh: J2EE-TheCompleteReference, McGraw BiIQ7.

Reference Books:

1. Y. Daniel Liang: Introduction to JAVA Programming Edition, Pearson Educatio
2. Stephanie Bodoff et al: The J2EE Tutoridf Rdition, Pearson Education,2004.
3. Uttam K Roy, Advanced JAVA programming, Oxford Uaigity press, 2015.

n, 20




SYSTEM MODELLING AND SIMULATION
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS645 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS645) will enable student

» Explain the basic system concept and definitionsysfem;
» Discuss techniques to model and to simulate vasgagems;
» Analyze a system and to make use of the informatiomprove the performance.

Module 1 Contact
Hours
Introduction:  When simulation is the appropriate tool and whetsihot appropria, | 08

Advantages and disadvantages of Simulation; Ardaapplication, Systems and syste
environment; Components of a system; Discrete antiruous systems, Model of a syste
Types of Models, Discrete-Event System SimulatiomuBation examples: Simulation ¢
gueuing systemseneral Principles.

Textbook 1: Ch. 1, 2, 3.1.1, 3.1.3

RBT: L1, L2, L3

m
m;
nf

Module 2

Statistical Models in Simulation :Review of terminology and concepts, Useful stitid
models,Discrete distributions. Continuous distridmg,Poisson  process, Empirid
distributions.

Queuing ModelsCharacteristics of queuing systems,Queuing notatomg-run measure
of performance of queuing systems,Long-run measofrgerformance of queuing syster
cont...,Steady-state behavior of M/G/1 queue, Netwofkqueues,
Textbook 1: Ch. 5,6.1t0 6.3, 6.4.1,6.6

08
al

[

RBT:L1,1L2,L3

Module 3

Random-NumberGeneration: Properties of random numbers; Generation of ps-random| 08
numbers, Techniques for generating random numbests Tor Random NumbemRandom-
Variate Generation: ,Inverse transform technique Acceptance-Rejecgchriique.

Textbook 1: Ch. 7,8.1, 8.2

RBT:L1,L2,L3

Module 4

Input Modeling: Data Collection; Identifying the distribution witldata, Paramet¢| 08

estimation, Goodness of Fit Tests, Fitting a nati@hary Poisson process, Selecting in
models without data, Multivariate and Time-Serigauit models.

put

Estimation of Absolute Performance:Types of simulations with respect to output analys
,Stochastic nature of output data, Measures obpmdnce and their estimatid@ontd..
Textbook 1: Ch. 9, 11.1 to 11.3

RBT: L1, L2, L3

Module 5

Measures of performance and their estimation,Ousmaysis for terminating simulatiol| 08

Continued..,Output analysis for steady-state sitiara.
Verification, Calibration And Validation: Optimization: Model building, verification an

validation, Verification of simulation models, Vication of simulation models,Calibratig

=]




and validation of models, Optimization via Simubat
Textbook 1: Ch. 11.4, 11.5, 10
RBT: L1, L2, L3

Course Outcomes The student will be able t

» Explain the system concept and apply functional @lind method to model the activities of a
static system

» Describe the behavior of a dynamic system andematnalogous model for a dynamic syste

e Simulate the operation of a dynamic system and ritageovement according to the simulation
results.

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covesgtighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Jerry Banks, John S. Carson I, Barry L. Nelsoryi®#. Nicol: Discret-Event Systen
Simulation, 5 th Edition, Pearson Education, 2010.

Reference Books

1. Lawrence M. Leemis, Stephen K. Park: Discret&vent Simulation: A First
Course, Pearson Education, 2006.

2. Averill M. Law: Simulation Modeling and Anais, 4 th Edition, Tata McGraw-Hill, 2007

m;



MOBILE APPLICATION DEVELOPMENT
(OPEN ELECTIVE)
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS651 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS651) will enable student

» Learn to setup Android application development emunent

* lllustrate user interfaces for interacting with agmd triggering actions
* Interpret tasks used in handling multiple actitie

* Identify options to save persistent applicatioradat

* Appraise the role of security and performance inlid applications

Module — 1 Teaching
Hours

Get started, Build your first app, Activities, Tiesf, debugging and using support libra | 08
Textbook 1: Lesson 1,2,3
RBT: L1, L2

Module — 2

User Interaction, Delightful user experience, Trastrour U 08
Textbook 1: Lesson 4,5,6
RBT: L1, L2

Module — 3

Background Tasks, Triggering, scheduling optimizing background tas 08
Textbook 1: Lesson 7,8
RBT: L1, L2

Module - 4

All about data, Preferences and Settings, Storiaig dising SQLite, Sharing data w| 08
content providers, Loading data using Loaders

Textbook 1: Lesson 9,10,11,12
RBT: L1, L2

Module — 5

Permissions, Performance and Security, Firebasédktbb, Publisl// 08
Textbook 1: Lesson 13,14,15
RBT: L1, L2

Course outcomes The students should be able

* Create, test and debug Android application byrsgttip Android development environment
* Implement adaptive, responsive user interfacesabeit across a wide range of devices.

* Infer long running tasks and background work in A applications

* Demonstrate methods in storing, sharing and reétigedtata in Android applications

* Analyze performance of android applications andeusizgind the role of permissions and security
* Describe the steps involved in publishing Andrqgighlecation to share with the world

Question Paper Pattern

* The question paper will have ten questions.




* Each full Question consisting of 20 marks
* There will be 2 full questions (with a maximum ofif sub questions) from each module.

* Each full question will have sub questions covestighe topics under a module.
The students will have to answer 5 full questiaetecting one full question from each module.

Textbooks:

1. Google Developer Training, "Android Developer Fumdatals Course — Concept Reference”,
Google Developer Training Team, 2017. https://www.gitbook.com/book/google-
developer-training/android-developer-fundamentalsrse-concepts/details (Download pdf file
from the above link)

Reference Books

1. Erik Hellman, “Android Programming — Pushing themifs”, 1* Edition, Wiley India Pvt Ltd|
2014.

2. Dawn Griffiths and David Griffiths, “Head First Angid Development”,  Edition, O'Reilly
SPD Publishers, 2015.

3. J F DiMarzio, “Beginning Android Programming wittndroid Studio”, 4' Edition, Wiley India
Pvt Ltd, 2016. ISBN-13: 978-8126565580

4. Anubhav Pradhan, Anil V Deshpande, “ Composing MoBipps” using Android, Wiley 2014
ISBN: 978-81-265-4660-2




INTRODUCTION TO DATA SRUCTURES AND ALGORITHM
(OPEN ELECTIVE)
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS652 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS652) will enable student

» Identify different data structures in C programmiagguage
» Appraise the use of data structures in problemirsglv
» Implement data structures using C programming laggu

Module 1 Contact
Hours

Introduction to C, constants, variables, data typesut output operations, operators i| 08
expressions, control statements, arrays, stringit-ib functions, user defined functions,
structures, unions and pointers
Text Book 1: Chapter 1 and 2
RBT: L1, L2

Module 2

Algorithms, Asymptotic notations, Introduction tatd structures, Types data structures| 08
Arrays.

Text Book 1: Chapter 3 and 4
RBT: L1, L2

Module 3

Linked lists, Stack 08
Text Book 1: Chapter 5 and 6
RBT: L1, L2

Module 4

Queues, Trel 08
Text Book 1: Chapter 7 and 8
RBT: L1, L2

Module 5

Graphs, Sortin,(selection, insertion, bubble, quick)and searcthimgar, Binary, Hast 08
Text Book 1: Chapter 7 and 8
RBT: L1, L2

Course Outcomes The student will be able t

» Identify different data structures in C programmiagguage
» Appraise the use of data structures in problemirsglv
» Implement data structures using C programming laggu

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@e$ecting one full question from each module.

Textbooks:

1. Data structures using C , Elagurusamy, McGraw Hill education (India) Pvt. L&0)13

Reference Books:




1. Ellis Horowitz and Sartaj Sahni, Fundamentals ofeD&tructures in C, 2nd Ed, Universit
Press, 2014.
2. Seymour Lipschutz, Data Structures Schaum's OstliRevised 1st Ed, McGraw Hill, 2014.




PROGRAMMING IN JAVA
(OPEN ELECTIVE)
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS653 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS6)) will enable students t

* Learn fundamental features of object oriented lagguand JAVA
e Set up Java JDK environment to create, debug andimple Java programs.
* Learn object oriented concepts using programmirgrges.

* Study the concepts of importing of packages anémtian handling mechanism.

* Discuss the String Handling examples with Objede@ied concepts

Module - 1 Teaching
Hours

An Overview of JavaObjec-Oriented Programming, A First Simple Program, A &et| 08

Short Program, Two Control Statements, Using Blook&€ode, Lexical Issues, The Java

Class Libraries, Data Types, Variables, and Arrajmsia Is a Strongly Typed Language,

The Primitive Types, Integers, Floating-Point TypElaracters, Booleans, A Closer Lg

at Literals, Variables, Type Conversion and CastiAgitomatic Type Promotion in

Expressions, Arrays, A Few Words About Strings
Text book 1: Ch 2, Ch 3

ok

RBT: L1,L2

Module — 2

Operators: Arithmetic Operators, The Bitwise Opangt Relational Operators, Boole| 08
Logical Operators, The Assignment Operator, Thep@r&tor, Operator Precedence, Using
Parentheses, Control Statements: Java’'s Selectaien®nts, Iteration Statements, Jump
Statements.

Text book 1: Ch 4,Ch 5

RBT: L1, L2

Module — 3

Introducing Classes: Class Fundamentals, Declabibgcts, Assigning Object Referer| 08
Variables, Introducing Methods, Constructors, Tie Keyword, Garbage Collection, The
finalize( ) Method, A Stack Class, A Closer LookMethods and Classes: Overloading
Methods, Using Objects as Parameters, A Closek latcArgument Passing, Returning
Objects, Recursion, Introducing Access Control, éfathnding static, Introducing final,
Arrays Revisited, Inheritance: Inheritance, Usinger, Creating a Multilevel Hierarchy,
When Constructors Are Called, Method Overriding,ynBmic Method Dispatch, Using
Abstract Classes, Using final with Inheritance, Digect Class.

Text book 1: Ch 6, Ch 7.1-7.9, Ch 8.

RBT: L1, L2

Module - 4

Packages and Interfaces: Packages, Access Pratettiporting Packages, Interfac| 08
Exception Handling: Exception-Handling Fundamentdisxception Types, Uncaught
Exceptions, Using try and catch, Multiple catch (Bks, Nested try Statements, throw,

throws, finally, Java’s Built-in Exceptions, Creai Your Own Exception Subclasse

lS’

Chained Exceptions, Using Exceptions.




Text book 1: Ch 9, Ch 10
RBT: L1, L2

Module — 5

Enumerations, Type Wrappers, |/tApplets, and Other Topics: /O Basics, Reac| 08
Console Input, Writing Console Output, The PrinitfdfrClass, Reading and Writing Filgs,
Applet Fundamentals, The transient and volatile e, Using instanceof, strictfp,
Native Methods, Using assert, Static Import, IrirngkOverloaded Constructors Through
this( ), String Handling: The String Constructds$;ing Length, Special String Operations,
Character Extraction, String Comparison, Searct8tgngs, Modifying a String, Data
Conversion Using valueOf( ), Changing the Caselwr@cters Within a String , Additional
String Methods, StringBuffer, StringBuilder.
Text book 1: Ch 12.1,12.2, Ch 13, Ch 15
RBT: L1, L2

Course outcomes The students should be able

* Explain the object-oriented concepts and JAVA.

* Develop computer programs to solve real world protd in Java.
Develop simple GUI interfaces for a computer pragta interact with users

Question Paper Pattern:

* The question paper will have ten questions.

* Each full Question consisting of 20 marks

e There will be 2 full questions (with a maximum ofif sub questions) from each module.
* Each full question will have sub questions covestighe topics under a module.

* The students will have to answer 5 full questi@edecting one full question from each module.

Text Books

1. Herbert Schildt, Java The Complete Reference, ditida, Tata McGraw Hill, 2007. (Chapte
2,3,4,5,6,7, 8,910, 12,13,15)

Reference Books:

1. Cay S Horstmann, "Core Java - Vol. 1 FundamentBisdrson Education, 10th Edition, 2016.
2. Raoul-Gabriel Urma, Mario Fusco, Alan Mycroft, "3a8 in Action”, Dreamtech Press/Manni

Press, 1st Edition, 2014.




INTRODUCTION TO OPERATING SYSTEM
(OPEN ELECTIVE)
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS654 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS6)) will enable students t

» Explain the fundamentals of operating system

» Comprehend multithreaded programming, process n@mn@gt, memory manageme

and storage management.
» Familier with various types of operating systems

Module - 1

Teaching
Hours

Introduction: What OS do, Computer system orgammatarchitecture, structure08

Operations, Process, memory and storage manageReigction and security,

Distributed systems, Special purpose systems, ctngpenvironments.

System Structure: OS Services, User OSI, Systeis, CBypes of system call

System programs, OS design and implementation, tStgre, Virtual machines,

OS generation, system boot

Textbookl: Chapter 1, 2
RBT: L1,L2

Module - 2

Process Concept: Overview, Process scheduling, aiipes on process, IPC08

Examples in IPC, Communication in client-servertayss.
Multithreaded Programming: Overview, Models, Lilear Issues, OS Examples

Textbookl: Chapter 3,4

RBT:L1,L2

Module — 3

Process Scheduling: Basic concept, Scheduling riesjteAlgorithm, multiple| 08
processor scheduling, thread scheduling, OS Exanflgorithm Evaluation.
Synchronization: Background, the critical sectiorotem, Petersons solution,
Synchronization hardware, Semaphores, Classiclgrab of synchronization,
Monitors, Synchronization examples, Atomic trangenst

Textbookl: Chapter 5, 6

RBT:L1,L2

Module — 4

Deadlocks: System model, Deadlock characteriza@thod of handling deadlock08

Deadlock prevention, Avoidance, Detection, Recoveygn deadlock

nt



Memory management strategies: Background, swappaogitiguous memory
allocation, paging, structure of page table, sedatsm,

Textbookl: Chapter 7, 8
RBT: L1,L2

Module -5

Virtual Memory management: Background, Demand pag@opy-on-write, Page08
replacement, allocation of frames, Trashing, Memargipped files, Allocating
Kernel memory, Operating system examples

=)

File system: File concept, Access methods, Dirgctstructure, File systern
mounting, File sharing, protection

Textbookl: Chapter 9, 10
RBT:L1,L2

Course outcomes The students should be able

» Explain the fundamentals of operating system
» Comprehend process management, memory managentestbaage management.
» Familiar with various types of operating systems

Question Paper Pattern:

* The question paper will have ten questions.

* Each full Question consisting of 20 marks

* There will be 2 full questions (with a maximum ofif sub questions) from each module.
* Each full question will have sub questions covestighe topics under a module.

* The students will have to answer 5 full questi@edecting one full question from each module.

Text Books:

1. A. Silberschatz, P B Galvin, G Gagne, Operatingesys, 7' edition, John Wiley an
sons,.

Reference Books:

1. William Stalling,"Operating Systems: Internals aRdsign Principles”, Pearson Education,
Edition, 2018.
2. Andrew S Tanenbaum, Herbert BOS, "Modern Operafiygtems"”, Pearson Education, 4

1st

ith

Edition, 2016




SYSTEM SOFTWARE LABORATORY
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CSL66 CIE Marks 40

Number of Contact Hours/Week 0:2:2 SEE Marks 60

Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This cours¢(18CSL6¢) will enable students t

» To make students familiar with Lexical Analysis éByhtax Analysis phases of Compiler Des

and implement programs on these phases using LEA&C tools and/or C/C++/Java

 To enable students to learn different types of CGieldeduling algorithms used in operati

system.

« To make students able to implement memory managempage replacement and deadiq

handling algorithms

Descriptions (if any):

Exercises to be prepared with minimum three filWbére ever necessi):
1. Header file.
2. Implementation file.
3. Application file where main function will be pregen

The idea behind using three files is to differaetisetween the developer and user sides. In the
developer side, all the three files could be maslibie. For the user side only header file and
application files could be made visible, which me#rat the object code of the implementation
file could be given to the user along with the ifaee given in the header file, hiding the source
file, if required. Avoid I/O operations (printf/scf and usealata input filewhere ever it is
possible.

Programs List:

Installation procedure of the required software mus be demonstrated, carried out in groups and
documented in the journal.

1.

a. | Write a LEX program to recognize vaarithmetic expressior Identifiers in the
expression could be only integers and operatorldmi+ and *. Count the identifiers &
operators present and print them separately.

b. | Write YACC program to evaluaarithmetic expressio involving operators: 4, *,
and /

2. Develop, Implement and Execute a program using YA@iCto recognize all string
ending withb preceded by a’s using the grammaa” b (note: inpun value)

3. Design, develop and implement YACC/C program tostuttPredictive / LL(1)
Parsing Tablefor the grammar rule$t -aBa, B —bB | & Use this table to parse the
sentenceabba$

4, Design, develop and implement YACC/C program to diestrateShift Reduce Parsing
techniquefor the grammar rule€ -E+T | T, T-T*F|F, F -(E) | id and
parse the sentende: + id * id.

5. Design, develop and implement a C/Java prograrememgte the machine code usTriples
for the statemer = -B * (C +D) whose intermediate code in three-address form:
T1=-B
T2=C+D
T3I=T1+T2
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A=T3

Write a LEX program to eliminatcomment line in a C program and copy theresulting
program into a separate file.

Write YACC program to recognize validentifier, operators and keywor: in the given tex
(C progran) file.

Design, develop and implement a C/C++/Java progmsimulate the working of Shorte
remaining time and Round Robin (RR) scheduling rigms. Experiment with differen
gquantum sizes for RR algorithm.

Design, develop and implement a C/C++/Java jam to implement Banker’s algorithi
Assume suitable input required to demonstratedhelis

Design, develop and implement a C/C++/Java progranmplement page replaceme
algorithms LRU and FIFO. Assume suitable input negito demonstrate the results.

Laboratory Outcomes: The student should be able

Implement and demonstrate Lexer's and Parser’s

Evaluate different algorithms required for managetnecheduling, allocation and
communication used in operating system.

Conduct of Practical Examination:

Experiment distribution

Change of experiment is allowed only once and malikéted for procedure to be made zero g
the changed part only.

Marks Distribution(Courseed to change in accoradance with universigglations)
m) For laboratories having only one part — ProceduExecution + Viva-Voce: 15+70+15 =

n) For laboratories having PART A and PART B

o For laboratories having only one part: Studentsafiosved to pick one experiment from
the lot with equal opportunity.

o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Twith equal opportunity.

100 Marks

i. Part A —Procedure + Execution + Viva = 6 + 28 =40 Marks
ii. Part B — Procedure + Execution + Viva = 9 + 42=+&0 Marks




COMPUTER GRAPHICS LABORATORY WITH MINI PROJECT
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CSL67 CIE Marks 40

Number of Contact Hours/Week 0:2:2 SEE Marks 60

Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This course (18CSL67) will enable student:

» Demonstrate simple algorithms using OpenGL GrapRigsitives and attributes.
* Implementation of line drawing and clipping algbnits using OpenGL functions

» Design and implementation of algorithms Geometdadformations on both 2D and 3D objects.

Descriptions (if any): --

Installation procedure of the required software must be demonstrated, carried out in groups
and documented in the journal.

ProgramsList:

PART A
Design, develop, and implement the following progmas using OpenGL API
1. Implement Brenham'’s line drawing algorithm for fgihes of slop¢
Refer:Text-1: Chapter 3.5
Refer:Text-2: Chapter 8
2. Create and rotate a triangle about the origina fixed point
Refer:Text-1: Chapter 5-4
3. Draw a colour cube and spin it using OpenGL tramsé&tion matrice:
Refer:Text-2: Modelling a Coloured Cube
4, Draw a color cube and allow the user to move thmera suitably to experiment wi

perspective viewing.
Refer:Text-2: Topic: Positioning of Camera

5. Clip a lines using Coh«+Sutherland algorith
Refer.Text-1: Chapter 6.7
Refer.Text-2: Chapter 8

6. To draw a simple shaded scene consisting of adearpa table. Define suitably t|
position and properties of the light source aloritipthe properties of the surfaces of the
solid object used in the scene.

Refer:Text-2: Topic: Lighting and Shading

7. Design, develop and implement recursively subdigdetrahedron to form 3D sierpin:
gasket. The number of recursive steps is to bafggakby the user.
Refer: Text-2: Topic: sierpinski gasket.

8. Develop a menu driven program to animate a flagguBiezier Curve algorith
Refer: Text-1: Chapter 8-10
9. Develop a menu driven program to fill the rgon using scan line algoritt

PART B MINI PROJECT

Student should develop mini project on the topientioned below or similar applicatiousing Open
GL API. Consider all types of attributes like cqltiickness, styles, font, background, speed efule
doing mini project.

(During the practical exam: the students should demustrate and answer Viva-Vocg

Sample Topics:

Simulation of concepts of OS, Data structures, algibhms etc.

Laboratory Outcomes: The student should be able

» Apply the concepts of computer graphics




* Implement computer graphics applications using @ien
* Animate real world problems using OpenGL

Conduct of Practical Examination:

» Experiment distribution
o For laboratories having only one part: Studentsafiosved to pick one experiment from
the lot with equal opportunity.
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Twith equal opportunity.
» Change of experiment is allowed only once and malik¢ted for procedure to be made zero g
the changed part only.
» Marks Distribution(Courseed to change in accoradance with universigylations)
0) For laboratories having only one part — ProceduExecution + Viva-Voce: 15+70+15 =
100 Marks
p) For laboratories having PART A and PART B
i. Part A—Procedure + Execution + Viva = 6 + 28= 40 Marks
ii. Part B — Procedure + Execution + Viva = 9 + 42=+@&0 Marks




MOBILE APPLICATION DEVELOPMENT
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CSMP68 | IA Marks 40

Number of Contact Hours/Week 0:0:2 Exam Marks 60

Total Number of Contact Hours 3 Hours/Week| Exam Hours 03
CREDITS - 02

Laboratory Objectives: Thislaboratory (18CSMP68) will enable students to

» Learn and acquire the art of Android Programming.

» ConfigureAndroid studio to run the applications.

* Understand and implement Android's User interfacetions.
» Create, modify and query on SQlite database.

» Inspect different methods of sharing data usingises.

Descriptions (if any):

Installation procedure of the Android Studio/Java ®ftware must be demonstrated, carried
out in groups.
Students should use the latest version of Androidt&dio/Java to execute these programs.

All of these diagrams are for representational purpse only.Students are expected to

improvise on it.

Programs List:

PART — A

1 |Create an application to design aVisiting Card. TWisiting card should have
companylogoatthe top right corner. The company nahwld be displayed in Capit]
letters, aligned to the center. Information like teame of the employee, job title, phg
number, address, email, fax and the website adtssbe displayed. Insert a horizon
line between the job title and the phone number.

e
mage

COMPANY NAME

=

Name
Job Title
Phone Number
Address
Email, website, fax details

a

ne
tal

2 | Develop an Android application usingcontrols likaut®n, TextView, EditText fo
designing a calculatorhaving basic functionalitykeli Addition, Subtraction
Multiplication,andDivision.




SIMPLE CALCULATOR

Result

[Fear]
DE@@O
nEEAO
D@E@EO
0D@Em
=@

Create a SIGN Up activity with Username and Pasgwdgalidation of password should
happen based on the following rules:

» Password should contain uppercase and lowercadseslet
» Password should contain letters and numbers.

» Password should contain special characters.

e Minimum length of the password (the default valsi8).

On successfubIGN UP proceed to the next Login activity. Here the useouldSIGN
IN using the Username and Password created duringgsigctivity. If the Username and
Password are matched then navigate to the nexitgatihichdisplays a message saying
“Successful Login” or else display a toast messsayng “Login Failed”.The user is
given only two attempts and after thatdisplay astomessage saying “Failed Login

Attempts” and disable the SIGN IN button. Use Bentdl transfer information from one
activity to another.

SIGNUP ACTIVITY LOGIN ACTIVITY
Username: I I Username:; l_ ]
Password: L I Pasaword. L I




Develop an application to set an image as wallpaperclick of a button, the wallpap
image should start to change randomly every 30r&kco

(1%
=

CHANGING WALLPAPER APPLICATION

[ cLICK HERE TO CHANGE WALLPAPER |

Write a program to create an activity with two bag START and STOP. QOn
pressingoftheSTART button, the activity must sthet counter by displaying the numbers
from One and the counter must keep on counting tmé STOP button is pressed.
Display the counter value in a TextViewcontrol.

COUNTER APPLICATION

Counter Value

v

Create two files of XML and JSON type with values €ity Name, Latitude, Longitude
Temperature,andHumidity. Develop an applicatioreate an activity with two buttons
to parse the XML and JSON files which when cliclgtwbuld display the data in their
respective layouts side by side.

PARSING XML AND JSON DATA

XML DATA JSON Data
PARSING XML AND JSON DATA
City_Name: Mysore City_Name: Mysore
i : 12.295 i 12.295

Paree XML Dato Latitude: Latitude:

Longitude; 76639 Longitude: 76639

Temperature: 22 Temperature: 22
Parse JSON Data

Humidity: an%h Humidity: Q0%




Develop a simple application withoneEditTextso ttiet user can write some text in|it.
Create a button called “Convert Text to Speecht tlenverts the user input text into

voice.

TEXT TO SPEECH APPLICATION

| Convert Text to Speech I

Create an activity like a phone dialer withCALLaSAVE buttons. On pressing the
CALL button, it must call the phone number and easping the SAVE button it must
save the number to the phone contacts.

CALL AND SAVE APPLICATION

| 1234567890 | | DEL |

LEE
2 i K3
3 B R
[ca] 2]

PART - B

Write a program to enter Medicine Name, Date andelof the Day as input from the
user and store it in the SQLite database. InputTiare of the Day should be either
Morning or Afternoon or Eveningor Night. Trigger atarm based on the Date and Time
of the Day and display the Medicine Name.




MEDICINE DATABASE

Medicine Name:

Date:

Time of the Day

Develop a content provider application with an\atticalled “Meeting Schedule” whic
takes Date, Time and Meeting Agenda as input freenuser and store this informati
into the SQLite database. Create another applicatith an activity called “Meeting
Info” having DatePicker control, which on the séiec of a date should display t
Meeting Agenda information for that particular datdse it should display a toa
message saying “No Meeting on this Date”.

MEETING INFO
Pick o date to get meeting info: %

-
Mon, Jud 23

MEETING SCHEDULE

Date

Time:

Meeting Agenda:

| Add Meeting Agenda I

CANCEL 0K

DN

ne

Create an application to receive an incoming SMSchvhis notified to the user. O
clicking this SMS notification, the message contamdl the number should be display
on the screen. Use appropriate emulator controtetiod the SMS message to yc
application.

n
ed
ur




SMS APPLICATION

Display SMS Number

Display SMS Message

Write a program to create an activity having a Teot, and also Save, Open and Create
buttons. The user has to write some text in thet Bex. On pressing the Create button

the text should be saved as a text file in MkSDc@u subsequent changes to the text,
the Save button should be pressed to store th&t ledatent to the same file. On pressing
the Open button, it should display the contentmftbe previously stored files in the Text

box. If the user tries to save the contents inTiéetbox to a file without creating it, then a
toast message has to be displayed saying “Firstt€eeFile”.

FILE APPLICATION

I Create l I Open l

Create an application to demonstrate a basic npajeerthat allows the user to Forward,
Backward, Play and Pause an audio. Also, make uii@andicator in the seek bar to
move the audio forward or backward as required.

MEDIA PLAYER APPLICATION

Audio Name

KoY | 0

Develop an application to demonstrate the use ghé&tsronous tasks in android. The
asynchronous task should implement the functionalfta simple moving banner. On
pressing theStart Task button, the banner message should scrollfrom rigHeft. On
pressing theStop Task button, the banner message should stop.Let theebanessag

D




be “Demonstration of Asynchronous Task”.

ASYNCHRONOUS TASK

Develop an application that makes use of the chpthdramework for copying and
pasting of the text. The activity consists of twditEext controls and two Buttons to

trigger the copy and paste functionality.
CLIPBOARD ACTIVITY
1
L |

I Copy Text l | Paste Text l

Create an AIDL service that calculates Car Loan ENME formula to calculate EMI is

E =P * (r(1+r)/((1+1)"-1)
where
E = The EMI payable on the car loan amount
P = The Car loan Principal Amount
r = The interest rate value computed on a higmitasis
n = The loan tenure in the form of months

The down payment amount has to be deducted fronpriheipal amount paid toward
buying the Car. Develop an application that makes af this AIDL service to calculat
the EMI. This application should have four EditTéxtread the PrincipalAmount, Dow
Payment, Interest Rate, Loan Term (in months) anbutton named as “Calcula
Monthly EMI”. On click of this button, the resulbhsuld be shown in a TextView. Als
calculate the EMI by varying the Loan Term and res¢ Rate values.

e




CAR EMI CALCULATOR

Principal Amount:

EMI: Result

Down Payment

Interest Rate

Loan Term (in months)

| Caloulate Monthly EMI I

Laboratory Outcomes: After studying theselaboratory programs, studeriisoe able to

* Create, test and debug Android application by rsgttup Android developmer
environment.

» Implement adaptive, responsive user interfaceswbékt across a wide range of devices

* Infer long running tasks and background work in Aod applications.
» Demonstrate methods in storing, sharing and retriegtata in Android applications.
» Infer the role of permissions and security for Asidrapplications.

—+

N

Procedure to Conduct Practical Examination

» Experiment distribution
o For laboratories having only one part: Studentsal@ved to pick oneexperime
from the lot with equal opportunity.
o For laboratories having PART A and PART B: Studeate allowed to pick
oneexperiment from PART A and one experiment fromARP B, with
equalopportunity.

» Change of experiment is allowed only once and mallk$ted for procedure to be made
zero of the changed part only.

» Marks Distribution (Courseed to change in accordamith university regulations)
o For laboratories having only one part — Procedurdxecution + Viva-Voce
15+70+15= 100 Marks
o For laboratories having PART A and PART B
i. Part A — Procedure + Execution + Viva = 6 + 28 = 40 Marks

ii. Part B — Procedure + Execution + Viva = 9 +#49 = 60 Marks

Nt
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Text Books:

1. Google Developer Training,"Android Developer Fundamentals Course — Concept

Reference”, Google Developer Training Team, 201
https://www.qgitbook.com/book/google-developer-tragiandroid-developer-
fundamentals-course-concepts/details
(Download pdf file from the above link)

Reference Books:

1.

2.

Erik Hellman,“Android Programming — Pushing the Limits”, 1* Edition, Wiley India Pvt Ltd
2014. ISBN-13: 978-8126547197

Dawn Griffiths and David GriffithsiHead First Android Development”, 1% Edition, O'Reilly
SPD Publishers, 2015. ISBN-13: 978-9352131341

Bill Phillips, Chris Stewart and Kristin Marsicantj\ndroid Programming: The Big Nerd

Ranch Guide”, 3" Edition, Big Nerd Ranch Guides, 2017. ISBN-13: @184706054




ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS71 CIE Marks 40

Number of Contact Hours/Week 4:0:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course18CS™1) will enable students 1

» Explain Artificial Intelligence and Machine Leargin
» lllustrate Al and ML algorithm and their use in appriate applications

Module 1 Contact
Hours

What is artificial intelligence?, Problems, problespaces and search, Heuristic sei| 10

techniques

Texbook 1: Chapter 1, 2 and 3

RBT: L1, L2

Module 2

Knowledge representation issuPredicate logic, Representaiton knowledge usirgst 10

Concpet Learning: Concept learning task, Concpatnlag as search, Find-S algorithm,

Candidate Elimination Algorithm, Inductive bias@andidate Elimination Algorithm.

Texbook 1: Chapter 4, 5 and 6

Texbook2: Chapter 2 (2.1-2.5, 2.7)

RBT:L1,L2,L3

Module 3

Decision Tree Learning: Introduction, Decision tme@resentation, Appropriate probler| 10

ID3 algorith.

Aritificil Nueral Network: Introduction, NN represgation, Appropriate problems,

Perceptrons, Backpropagation algorithm.

Texbook2: Chapter 3 (3.1-3.4), Chapter 4 (4.1-4.5)

RBT: L1, L2, L3

Module 4

Bayesian Learning: Introduction, Bayes theorem,eBatheorem and concept learning, | 10

and LS error hypothesis, ML for predicting, MDL meiple, Bates optimal classifier, Gibbs

algorithm, Navie Bayes classifier, BBN, EM Algorith

Texbook2: Chapter 6

RBT: L1, L2, L3

Module 5

Instanc-Base Learning: Introduction,-Nearest Neighbour Learning, Locally weigh| 10

regression, Radial basis function, Case-Based maaso
Reinforcement Learning: Introduction, The learniagk, Q-Learning.

Texbook 1: Chapter 8 (8.1-8.5), Chapter 13 (13.113.3)
RBT: L1, L2, L3




Course Outcomes The student will be able t

» Appaise the theory of Artificial intelligence andalghine Learning.
» lllustrate the working of Al and ML Algorithms.
» Demonstrate the applications of Al and ML.

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Tom M Mitchell“Machine Lerning”, 1° Edition, McGraw Hill Education, 201
2. Elaine Rich, Kevin K and S B NairAtrtificial Inteligence”, 39 Edition, McGraw Hill
Education, 2017.

Reference Books:

1. Saroj Kaushik, Artificial Inteligence, Cengage learni

2. Stuart Rusell, Peter Norving , Artificial Intelligee: A Modern Approach, Pearson Education

2nd Edition
3. AurElienGEron,"Hands-On Machine Learning with Stikéarn and Tensor Flow: Concep
Tools, and Techniques to Build Intelligent Systendst Edition, Shroff/O'Reilly Media, 2017.

4. Trevor Hastie, Robert Tibshirani, Jerome Friedniaifhe Elements of Statistical Learning, 2
edition, springer series in statistics.
5. Ethem Alpaydin, Introduction to machine learnirggand edition, MIT press

(s,

nd

6. Srinvivasa K G and Shreedhar, “ Artificial Intekligce and Machine Learning”, Cengage




BIG DATA AND ANALYTICS
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS72 CIE Marks 40

Number of Contact Hours/Week 4:0:0 SEE Marks 60

Total Number of Contact Hours 50 Exam Hours 3 Hrs
CREDITS -4

Course Learning Objectives:This course (18CS72) will enable students to:

e Understand fundamentals of Big Data analytics

» Explore the Hadoop framework and Hadoop Distribuiibel system

» lllustrate the concepts of NoSQL using MongoDB &assandra for Big Data
» Employ MapReduce programming model to processithedta

» Understand various machine learning algorithmsBigrData Analytics, Web Mining and Soci

Network Analysis.

Module 1 Contact
Hours

Introduction to Big Data Analytics: Big Data, Scalability and Parallel Processi| 10

Designing Data Architecture, Data Sources, QualRye-Processing and Storing, Data

Storage and Analysis, Big Data Analytics Applicaand Case Studies.

Text book 1: Chapter 1: 1.2 -1.7

RBT: L1,L2,L3

Module 2

Introduction to Hadoop (T1): Introduction, Hadoop and its Ecosystem, HadoopriDisted | 10

File System, MapReduce Framework and ProgrammingidiloHadoop Yarn, Hadoop

Ecosystem Tools.

Hadoop Distributed File System Basics (T2)HDFS Design Features, Components, HOFS

User Commands.

Essential Hadoop Tools (T2)Using Apache Pig, Hive, Sqoop, Flume, Oozie, HBase.

Text book 1: Chapter 2 :2.1-2.6

Text Book 2: Chapter 3

Text Book 2: Chapter 7 (except walk throughs)

RBT: L1,L2, L3

Module 3

NoSQL Big Data Management, MongoDB and Cassandr Introduction, NoSQL Dat| 10

Store, NoSQL Data Architecture Patterns, NoSQL tankfje Big Data, Shared-Nothing

Architecture for Big Data Tasks, MongoDB, Databas&sssandra Databases.

Text book 1: Chapter 3: 3.1-3.7

RBT: L1, L2, L3

Module 4

MapReduce, Hive and Pig: Introduction, MapReduce Map Tasks, Reduce Tasks| 10

MapReduce Execution, Composing MapReduce for Catioms and Algorithms, Hive
HiveQL, Pig.
Text book 1: Chapter 4: 4.1-4.6

RBT: L1,L2, L3




Module 5

Machine Learning Algorithms for Big Data Analytics: Introduction, Estimating th| 10
relationships, Outliers, Variances, Probabilitytbigitions, and Correlations,
Regression analysis, Finding Similar Items, Sintifaof Sets and Collaborative Filtering
Frequent Itemsets and Association Rule Mining.

Text, Web Content, Link, and Social Network Analytcs: Introduction, Text miningWeb
Mining, Web Content and Web Usage Analytics, PagekikStructure of Web and analyzing
a Web Graph, Social Network as Graphs and Sociaidt& Analytics:
Text book 1: Chapter 6: 6.1 to 6.5

Text book 1: Chapter 9: 9.1t0 9.5

Course Outcomes The student will be able

Understand fundamentals of Big Data analytics.
Investigate Hadoop framework and Hadoop Distriburibel system.
lllustrate the concepts of NOoSQL using MongoDB &a$sandra for Big Data.

Demonstrate the MapReduce programming model toegmthe big data along with Hadopp

tools.
Use Machine Learning algorithms for real world taga.

Analyze web contents and Social Networks to proeidalytics with relevant visualization tools.

Question Paper Pattern:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions coveatighe topics under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Textbooks:

1.

2.

Raj Kamal ancPreeti SaxenaBig Data Analytics Introduction to Hadoop, Spark, and
Machine-Learning”, McGraw Hill Education, 2018 ISBN: 978935316496653864966
Douglas Eadline,"Hadoop 2 Quick-Start Guide: Learn the Essentials & Big Data
Computing in the Apache Hadoop 2 Ecosystem"]*Edition, Pearson Education, 2016. ISB
13: 978-9332570351

Reference Books

1.

2.

Tom White,“Hadoop: The Definitive Guide”, 4™ Edition, O’Reilly Media, 2015.1SB-13: 97¢
9352130672

Boris Lublinsky, Kevin T Smith, Alexey YakubovictRrofessional Hadoop Solutions",
1°Edition, Wrox Press, 2014ISBN-13: 978-8126551071

Eric Sammer;Hadoop Operations: A Guide for Developers and Admaistrators”, 1Edition,
O'Reilly Media, 2012.ISBN-13: 978-9350239261

Arshdeep Bahga, Vijay MadisettBig Data Analytics: A Hands-On Approach”, 1st Edition,

N -

VPT Publications, 2018. ISBN-13: 978-0996025577




SOFTWARE ARCHITECTURE AND DESIGN PATTERNS
(Effective from the academic year 2018 -2019)
SEMESTER - VII

Course Code 18CS731 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS731) will enable student

» Learn How to add functionality to designs while miizing complexity.
* What code qualities are required to maintain tqkemde flexible?

* To Understand the common design patterns.

» To explore the appropriate patterns for design |prob

Module 1 Contact
Hours

Introduction : what is a design pattern? describing design pattthe catalog of desig | 08
pattern, organizing the catalog, how design paidteotve design problems, how to select a
design pattern, how to use a design pattern. A tidotefor Describing Object-Oriented
Systems

Textbook 1: Chapter 1 and 2.7

Analysis a System overview of the analysis phase, stage 1. gatbetfe requirement
functional requirements specification, defining ceptual classes and relationships, using|the
knowledge of the domain. Design and Implementatigsgussions and further reading.
Textbook 1: Chapter 6

RBT:L1,L2, L3

|72}

Module 2

Design Pattern Catalog. Structural patterns, Adapter, bridge, composiéeorator, facad | 08
flyweight, proxy.
Textbook 2: chapter 4
RBT: L1, L2, L3

Module 3

BehavioralPatterns: Chain of Responsibility, Command, Interpreter, dter, Mediator, 08
Memento, Observer, State, Template Method
Textbook 2: chapter 5

RBT: L1,L2,L3

Module 4

Interactive systems and the MVC architectur: Introduction, The MVC architectur | 08
pattern, analyzing a simple drawing program, dés@rthe system, designing of th
subsystems, getting into implementation, implenmntiundo operation, drawing
incompleteitems, adding a new feature, patternébashitions.
Textbook 1: Chapter 11

RBT: L1, L2, L3

D

Module 5

Designing with Distributed Objects: Client server system, java remote method invoca | 08
implementing an object-oriented system on the wigt(issions and further reading) a note
on input and output, selection statements, loofs/ar
Textbook 1: Chapter 12

RBT: L1, L2, L3




Course Outcomes The student will be able t

» Design and implement codes with higher performamzklower complexity

» Be aware of code qualities needed to keep codibllex

» Experience core design principles and be able sesasthe quality of a design with
respect to these principles.

» Capable of applying these principles in the designbject oriented systems.

 Demonstrate an understanding of a range of desigtierps. Be capable of
comprehending a design presented using this voaabul

» Be able to select and apply suitable patternseagifip contexts

Question Paper Pattern:

e The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions covestighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Brahma Dathan, Sarnath RammiObjec-oriented analysis, design a
implementation, Universities Press,2013

2. Erich Gamma, Richard Helan, Ralph Johman, Johrsidks , Design Patterns, Pearson
Publication,2013.

Reference Books:

1. Frank Bachmann, Regineeunier, Hans Rohnert “Pattern Oriented Softv
Architecture” —=Volume 1, 1996.

2. William J Brown et al., "Anti-Patterns: Refactoriggpftware, Architectures and Projects
in Crisis", John Wiley, 1998.




HIGH PERFORMANCE COMPUTING
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS732 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS732) will enakstudents tc

* Introduce students the design, analysis, and imgéation, of high performance computatio
science and engineering applications.

* lllustrate on advanced computer architectures, llphralgorithms, parallel languages, a
performance-oriented computing.

hal

Module - 1 Contact
Hours

Introduction to Parallel Computing: Motivating Parallelism, Scope of Paral|l 08
Computing, Parallel Programming Platforms: Implicit Parallelism: Trends in
Microprocessor Architectures, Limitations of Mem@ystem Performance, Dichotomy (of
Parallel Computing Platforms, Physical Organizatb®arallel Platforms, Communication
Costs in Parallel Machines, Routing Mechanismslritgrconnection Networks, Impact of
Process-Processor Mapping and Mapping Techniques.
T1:Ch:1.1,1.2,2.1-27

RBT: L1, L2

Module — 2

Principles of Parallel Algorithm Design: Preliminaries, Decomposition Techniqu| 08
Characteristics of Tasks and Interactions, Mappirechniques for Load Balancing
Methods for Containing Interaction Overheads, Reralgorithm Models
Basic Communication Operations:One-to-All Broadcast and All-to-One Reduction,-All
to-All Broadcast and Reduction, All-Reduce and Rr8um Operations, Scatter and
Gather, All-to-All Personalized Communication, Qilar Shift, Improving the Speed of
Some Communication Operations
T1:Ch3,4

RBT: L1, L2

Module - 3

Analytical Modeling of Parallel Programs: SourcdsQverhead in Parallel Progran| 08
Performance Metrics for Parallel Systems, The Efiglc Granularity on Performanc
Scalability of Parallel Systems. Minimum Executidime and Minimum Cost-Optima
Execution Time, Asymptotic Analysis of Parallel Brams
Section 5.7. Other Scalability Metrics,

Programming Using the Message-Passing Paradigmciples of Message-Passing
Programming, The Building Blocks: Send and Recedjmerations, MPI: the Message
Passing Interface, Topologies and Embedding, Oppgilg Communication with
Computation, Collective Communication and CompaotatiOperations, Groups and
Communicators
T1:Chb5, 6
RBT:L1,L2,L3

1%

Module - 4

Programming Shared Address Space Platforms: TiBaaits, Why Threads?, The POS| 08
Thread API, Thread Basics: Creation and Terminati®gnchronization Primitives in




Pthreads, Controlling Thread and SynchronizatiortritAttes, Thread Cancellatic
Composite Synchronization Constructs, Tips for Dmisig Asynchronous Program
OpenMP: a Standard for Directive Based ParallejRrmming

Dense Matrix Algorithms: Matrix-Vector Multiplicain, Matrix-Matrix Multiplication,
Solving a System of Linear Equations

Sorting: Issues in Sorting on Parallel Computexsii®y Networks, Bubble Sort and its
Variants, Quicksort, Bucket and Sample Sort.

»

T1:Ch7,89
RBT: L1, L2

Module — 5

Graph Algorithms: Definitions and Representationjnihum Spanning Tree: Prin| 08
Algorithm, Single-Source Shortest Paths: Dijkstralgorithm, All-Pairs Shortest Paths,
Transitive Closure, Connected Components, Algoritfion Sparse Graphs,
Search Algorithms for Discrete Optimization ProbsemDefinitions and Examples,
Sequential Search Algorithms, Search Overhead Fa&arallel Depth-First Search,
Parallel Best-First Search, Speedup, Anomaliesmallel Search Algorithms
T1: Ch10, 11

RBT: L1, L2

Course outcomes The students should be able

* lllustrate the key factors affecting performance&&E applications
* lllusrate mapping of applications to high-performmaromputing systems
* Apply hardware/software co-design for achieving@enance on real-world applications

Question paper pattern
* The question paper will have ten questions.
* There will be 2 questions from each module.
* Each question will have questions covering allttiécs under a module.
* The students will have to answer 5 full questi@edecting one full question from each module.

Text Books:

1. Introduction to Parallel Computing, AnanthGrama,shnl Gupta, George Karypis, and Vipi
Kumar, 2nd edition, Addison-Welsey, 2003.

Reference Books:

1. Grama, A. Gupta, G. Karypis, V. Kumar, An Introdoatto Parallel Computing, Design a
Analysis of Algorithms: 2/e, Addison-Wesley, 2003.

2. G.E. Karniadakis, R.M. Kirby II, Parallel ScientfiComputing in C++ and MPI: A Seamle
Approach to Parallel Algorithms and their Implenagitin, Cambridge University Press,2003.

3. Wilkinson and M. Allen, Parallel Programming: Teajures and Applications Using Networkg
Workstations and Parallel Computers, 2/E, Prertiiaiy 2005.

4. M.J. Quinn, Parallel Programming in C with MPI &@denMP, McGraw-Hill, 2004.

5. G.S. Almasi and A. Gottlieb, Highly Parallel Comipgt, 2/E, Addison-Wesley, 1994.

6. David Culler Jaswinder Pal Singh,"Parallel Compufechitecture: A hardware/Softwar
Approach”, Morgan Kaufmann, 1999.

7. Kai Hwang, "Scalable Parallel Computing”, McGrawii HiD98.




ADVANCED COMPUTER ARCHITECTURES
(Effective from the academic year 2018 -2019)
SEMESTER — VIII

Course Code 18CS733 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS733) will enakstudents tc

» Describe computer architecture.
» Measure the performance of architectures in terfmigjlot parameters.
e Summarize parallel architecture and the softwaeel fisr them

Module 1 Contact
Hours
Theory of Parallelism: Parallel Computer ModéThe State of Computing, Multiprocess:| 08

and Multicomputer, Multivector and SIMD ComputeBRAM and VLSI Models, Progran
and Network Properties, Conditions of Paralleligtnpgram Partitioning and Schedulin
Program Flow Mechanisms, System Interconnect Aechites, Principles of Scalab
Performance, Performance Metrics and Measuresli&d&eocessing Applications, Speedy
Performance Laws. For all Algorithm or mechanism ane example is sufficient.

Chapter 1 (1.1to 1.4), Chapter 2( 2.1 to 2.4) Chagt 3 (3.1 to 3.3)

n
g!
le
p

RBT: L1, L2

Module 2

Hardwart Technologies 1. Process and Memory Hierarctk Advancec | 08
Processor Technology, Superscalar and Vector FoesMemory Hierarchy Technology,
Virtual Memory Technology. For all Algorithms or wlenisms any one example |is
sufficient.

Chapter 4 (4.1to 4.4)

RBT: L1, L2, L3

Module 3

Hardwart Technologies 2: Bus Systems, Cache Memory Orgaoimgt Share(| 08
Memory Organizations, Sequential and Weak CongigteModels, Pipelining and
Superscalar Techniques, Linear Pipeline ProcesBlnslinear Pipeline Processors. For |all
Algorithms or mechanisms any one example is seffiCi

Chapter 5 (5.1t0 5.4) Chapter 6 (6.1 to 6.2)

RBT: L1, L2, L3

Module 4

Parallel and Scalable Architectures: Multiprocessand Multicomputers, Multiprocess| 08
System Interconnects, Cache Coherence and Syrizétion Mechanisms, Message-
Passing Mechanisms, Multivector and SIMD Computé&fector Processing Principles,
Multivector Multiprocessors, Compound Vector Praieg, Scalable, Multithreaded, and

Dataflow Architectures, Latency-Hiding Techniquéxsjnciples of Multithreading, Fing
Grain Multicomputers. For all Algorithms or mechemis any one example is sufficient.

Chapter 7 (7.1,7.2 and 7.4) Chapter 8( 8.1 to 8.@hapter 9(9.1 to 9.3)

RBT:L1,L2, L3




Module 5

Software for parallel programming: Parallel Moddlsnguages, and Compilers ,Para| 08
Programming Models, Parallel Languages and CongilBependence Analysis of Ddta
Arrays. Instruction and System Level Parallelismstiuction Level Parallelism, Computer
Architecture, Contents, Basic Design Issues, Probleefinition, Model of a Typica
Processor, Compiler-detected Instruction Level IRdism ,Operand Forwarding ,Reorder
Buffer, Register Renaming ,Tomasulo’s Algorithm.r dl Algorithms or mechanisms any
one example is sufficient.

Chapter 10(10.1 to 10.3) Chapter 12( 12.1 t0 12.9)
RBT: L1, L2, L3

Course Outcomes The student will be able t

» Explain the concepts of parallel computing and Wwaire technologies
» Compare and contrast the parallel architectures
» lllustrate parallel programming concepts

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Kai Hwang and Naresh Jotwani, Advanced ComgArchitecture (SIE): Parallelism, Scalabili
Programmability, McGraw Hill Education 3/e. 2015

Reference Books:

1. John L. Hennessy and David A. Patterson, Computehifecture: A quantitative approach, !
edition, Morgan Kaufmann Elseveir, 2013




USER INTERFACE DESIGN
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS734 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS734) will enable student

» To study the concept of menus, windows, intert

» To study about business functions

» To study the characteristics and components of evisdandthe various controls for the windoy
* To study about various problems in windows desigh weolor, text, graphics a

* nd To study the testing methods

Module 1 Contact
Hours

The User Interfac-Introduction, Overview, The importance of user ifdee— Defining the| 08
user interface, The importance of Good design, &haristics of graphical and web user
interfaces, Principles of user interface design
Textbook 1: Ch. 1,2

RBT: L1, L2

Module 2

The User Interface Design proc- Obstacles, Usability, Human characteristics in Bes| 08
Human Interaction speeds, Business functions-Basidefinition and requirement analysis,
Basic business functions, Design standards.
Textbook 1: Part-2

RBT: L1, L2

Module 3

System menus and navigation sche- Structures of menus, Functions of menus, Con| 08
of menus, Formatting of menus, Phrasing the m&alecting menu choices, Navigating
menus, Kinds of graphical menus.
Textbook 1: Part-2

RBT: L1, L2

Module 4

Windows - Characteristics, Components of window, Window pnésstion styles, Types (| 08
window, Window management, Organizing window fuort, Window operations, Web
systems, Characteristics of device based controls.
Textbook 1: Part-2

RBT: L1, L2

Module 5

Screen based contr- Operable control, Text control, Selection conti@lstom control| 08
Presentation control, Windows Tests-prototypesikiof tests.
Textbook 1: Part-2

RBT: L1, L2

Course Outcomes The student will be able t

» Design the User Interface, design, menu creatidndews creation and connection betwe

menus and windows

en

Question Paper Pattern:

» The question paper will have ten questions.




e Each full Question consisting of 20 marks
» There will be 2 full questions (with a maximum ofif sub questions) from each module.

» Each full question will have sub questions coveatighe topics under a module.
» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:
1. Wilbert O. Galitz, “The Essential Guide to Userdriace Degn”, John Wiley &

Sons, Second Edition 2002.

Reference Books:
1. Ben Sheiderman, “Design the User Interface”, PeaEstucation, 199

2. Alan Cooper, "The Essential of User Interface DesiyViley- Dream Tech
Ltd.,2002




DIGITAL IMAGE PROCESSING
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS741 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS741) will enable student:

» Define the fundamental concepts in image processing
« Evaluate techniques followed in image enhancements
» lllustrate image segmentation and compression idhgos

Module 1 Contact
Hours
Introduction Fundamental Steps in Digital Image Processing, Qompts of an Imag| 08

Processing System, Sampling and Quantization, Reptieag Digital Images (Data

structure), Some Basic Relationships Between Rixédsghbors and Connectivity of pixe
in image, Examples of fields that uses digital mpigeessing

Textbook 1: Ch.1.3to 1.5, Ch. 2.4,2.5

RBT: L1, L2

Is

Module 2

Image Enhancement In The Spatial Domain:'Some Basic Gray Level Transformatio
Histogram Processing, Enhancement Using Arithmaigit Operations, Basics of Spati
Filtering, Smoothing Spatial Filters, Sharpeningatéd Filters, Combining Spatig
Enhancement Methods.

Textbook 1: Ch.3

RBT: L1, L2, L3

08
al
al

Module 3

Image Enhancement In Frequency Domair Introduction, Fourier TransformDiscrete
Fourier Transform (DFT), properties of DFT , DidereCosine Transform (DCT), Imag
filtering in frequency domain.
Textbook 1: Ch.4.1,4.2
RBT:L1,L2,L3

08
e

Module 4

Image Segmentatior: Introduction, Detection of isolated points, lirdetection, Edg

08

detection, Edge linking, Region based segmentati®egion growing, split and merge

technique, local processing, regional processingudgH transform, Segmentation using
Threshold.

Textbook 1: Ch.10.1 to 10.3

RBT: L1, L2, L3

Module 5

Image Compressioi Introduction, coding Redundancy , Ir-pixel redundancy, imac| 08

compression model, Lossy and Lossless compreddigifiman Coding, Arithmetic Coding
LZW coding, Transform Coding, Sub-image size s@ectblocking, DCT implementatio
using FFT, Run length coding.

Textbook 1: Ch. 8.1to 8.5

RBT: L1, L2, L3

=]

Course Outcomes The student will be able t

» Explain fundamentals of image processing




e Compare transformation algorithms
» Contrast enhancement, segmentation and compressiomques

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Rafael C G Woods R E. ar Eddins S L, Digital Image Processing, Prentice }2™ edition,
2008.

Reference Books:

1. Milan Sonka,”Image Processing, analysis and MacXis®n”, Thomson Press India Ltd, Fou
Edition.

2. Fundamentals of Digital Image Processing- Anil &nJ2nd Edition, Prentice Hall of India.

3. S. Sridhar , Digital Image Processing, Oxford Ursity Press, " Ed, 2016.

4. Digital Image Processing (with Matlab and LabvieMipul singh, elsiver.Filip learning




NETWORK MANAGEMENT
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS742 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS742) will enable student

» lllustrate the need for interoperable network mamagnt.

» Explain the concepts and architecture behind stdsdased network management.
» Differentiate the concepts and terminology assediatith SNMP and TMN

» Describe network management as a typical distribafgplication

Module 1 Contact
Hours

Introduction: Analogy of Telephone Network Management, Data and Tebeconication| 08
Network Distributed computing Environments, TCPBRsed Networks: The Internet and
Intranets, Communications Protocols and Stand&dsamunication Architectures, Protodol
Layers and Services; Case Histories of Networkind ®anagement — The Importance|of
topology , Filtering Does Not Reduce Load on NoBeme Common Network Problems;
Challenges of Information Technology Managers, MNekw Management: Goals,
Organization, and Functions- Goal of Network Mamaget, Network Provisioning, Network
Operations and the NOC, Network Installation andirtémance; Network and System
Management, Network Management System platformie@uiStatus and Future of Netwark
Management.
Textbook 1: Ch.1
RBT: L1, L2

Module 2

Basic Foundations: Standards, Models, and Languligtwork Management Standar| 08
Network Management Model, Organization Model, Infation Model — Management
Information Trees, Managed Object Perspectives, m@onication Model; ASN.1
Terminology, Symbols, and Conventions, Objects &ata Types, Object Names, An
Example of ASN.1 from ISO 8824; Encoding Structiacros, Functional Model.
Textbook 1: Ch.3

RBT: L1, L2

Module 3

SNMPv1 Network Management: Managed Network: Thetd#ysof SNMP Managemen| 08
Internet Organizations and standards, Internet Decis, The SNMP Model, Th
Organization Model, System Overview. The InformatidModel — Introduction, The
Structure of Management Information, Managed Objebtanagement Information Base.
The SNMP Communication Model — The SNMP Architeefukdministrative Model, SNMF
Specifications, SNMP Operations, SNMP MIB Group, nétional Model SNMHA
Management — RMON: Remote Monitoring, RMON SMI av¢tB, RMONI1- RMON1
Textual Conventions, RMON1 Groups and Functiondatieship Between Control and
Data Tables, RMON1 Common and Ethernet Groups, RMOken Ring Extension Group
RMON2 - The RMON2 Management Information Base, RMONConformance
Specifications.

Textbook 1: Ch. 4,5, Ch.8
RBT: L1, L2

NLAe:)

O

o




Module 4

Broadband Access Networks, Broadband Access TeoagymolHFCT Technology: Th
Broadband LAN, The Cable Modem, The Cable Modemmiligtion System, The HF
Plant, The RF Spectrum for Cable Modem; Data Owal€; Reference Architecture; HH
Management — Cable Modem and CMTS Management, HF®R Management, RF
Spectrum Management, DSL Technology; AsymmetricitBiigsubscriber Line Technolog
— Role of the ADSL Access Network in an Overall Wetk, ADSL Architecture, ADSL|
Channeling Schemes, ADSL Encoding Schemes; ADSL dgament — ADSL Networ
Management Elements, ADSL Configuration Manageme&dSL Fault Managemen
ADSL Performance Management, SNMP-Based ADSL Lin&,MMIB Integration with
Interfaces Groups in MIB-2, ADSL Configuration Ale$

Textbook 1: Ch. 13

RBT: L1, L2

)

08

Module 5

Network Management Applications: Configuration Mgemen- Network Provisioning
Inventory Management, Network Topology, Fault Maragnt- Fault Detection, Fay

08
It

Location and lIsolation 24 Techniques, Performan@adement — Performance Metrics,

Data Monitoring, Problem Isolation, PerformancetiStias; Event Correlation Techniqueg

Rule-Based Reasoning, Model-Based Reasoning, CasdBd&reasoning, Codebopk
correlation Model, State Transition Graph Modelnifé State Machine Model, Security

Management — Policies and Procedures, SecuritycBesaand the Resources Needed to

Prevent Them, Firewalls, Cryptography, Authentmatiand Authorization, Client/Server

Authentication Systems, Messages Transfer SecuWritgiection of Networks from Viru
Attacks, Accounting Management, Report Managenteoiicy- Based Management, Servi
Level Management.
Textbook 1: Ch.11
RBT: L1, L2

5
ce

Course Outcomes The student will be able t

» Analyze the issues and challenges pertaining tcagement of emerging network
technologies such as wired/wireless networks agld-Bpeed internets.

» Apply network management standards to manage pahctetworks

» Formulate possible approaches for managing OSlarktmodel.

» Use on SNMP for managing the network

* Use RMON for monitoring the behavior of the network

» Identify the various components of network and fallate the scheme for the managing them

Question Paper Pattern:

» The question paper will have ten questions.

» Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each m
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

odule.

Textbooks:

1. Mani Subramanian: Network Managen- Principles and Practice, 2nd Pearson Educe

2010.

Reference Books

1. J. Richard Burke: Network management Concepts andtiPes: a Han-On App
2008.

roach, PHI




NATURAL LANGUAGE PROCESSING
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS743 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS743) will enable student

Module — 1 Contact
Hours
Overview and language modelingOverview: Origins and challenges of N-Language| 08

and Grammar-Processing Indian Languages- NLP Agpbies-Information Retrieval.
Language Modeling: Various Grammar- based Langulslgelels-Statistical Languade

Model.
Textbook 1: Ch. 1,2
RBT: L1, L2, L3

Module — 2

Word level and syntactic analysis:Word Level Analysis: Regular Expressi-Finite-
State Automata-Morphological Parsing-Spelling Efbatection and correction-Words a
Word classes-Part-of Speech Tagging. Syntactic ysisl Context-free  Gramma
Constituency- Parsing-Probabilistic Parsing.

Textbook 1: Ch. 3,4

RBT:L1,L2,L3

08
nd
r

Module — 3

Extracting Relations from Text: From Word Sequencedo Dependency Paths

Introduction, Subsequence Kernels for Relation &&tton, A Dependency-Path Kernel for

Relation Extraction and Experimental Evaluation.
Mining Diagnostic Text Reports by Learning to Annotte Knowledge Roles;

08

Introduction, Domain Knowledge and Knowledge Rolesame Semantics and Semantic

Role Labeling, Learning to Annotate Cases with Kleglge Roles and Evaluations.

A Case Study in Natural Language Based Web SearclnFact System Overview, The

GlobalSecurity.org Experience.
Textbook 2: Ch. 3,4,5
RBT:L1,1L2,L3

Module — 4

Evaluating Self-Explanations in iISTART: Word Matching, Latent Semantic Analysis,
and Topic Models: Introduction, iISTART: Feedback Systems, iSTART: Igation of
Feedback Systems,

Textual Signatures: Identifying Text-Types Using Laent Semantic Analysis to
Measure the Cohesion of Text Structures:Introduction, Cohesion, Coh-Metri
Approaches to Analyzing Texts, Latent Semantic ¥sia] Predictions, Results
Experiments.

Automatic Document Separation: A Combination of Prdoabilistic Classification and
Finite-State Sequence Modeling: Introduction, Related Work, Data Preparati
Document Separation as a Sequence Mapping ProBlesuits.

Evolving Explanatory Novel Patterns for Semanticaly-Based Text Mining: Related
Work, A Semantically Guided Model for Effective Téining.

Textbook 2: Ch. 6,7,8,9

RBT: L1, L2, L3

08

Of




Module — 5

INFORMATION RETRIEVAL AND LEXICAL RESOURCES: Information Retrieval| 08
Design features of Information Retrieval SystemasSical, Non classical, Alternative
Models of Information Retrieval — valuation LexicResources: World Net-Frame Net-
Stemmers-POS Tagger- Research Corpora.
Textbook 1: Ch. 9,12

RBT: L1, L2, L3

Course outcomes The students should be able

* Analyze the natural language text.

* Define the importance of natural language.
* Understand the concepts Text mining.

* lllustrate information retrieval techniques.

Question paper pattern:
* The question paper will have ten questions.
* There will be 2 questions from each module.
* Each question will have questions covering allttiiécs under a module.

* The students will have to answer 5 full questi@edecting one full question from each module.

Text Books

1. Tanveer Siddiqui, U.S. Tiwary, “Natural Languageod&ssing and Information Retrieva
Oxford University Press, 2008.

2. Anne Kao and Stephen R. Poteet (Eds), “Natural baggProcessing and Text Mining
Springer-Verlag London Limited 2007.

Reference Books

1. Daniel Jurafsky and James H Martin, “Speech andguage Processing: Anintroduction
Natural Language Processing, Computational Lingsisind SpeechRecognition”, 2nd Editig
Prentice Hall, 2008.

2. James Allen, “Natural Language Understanding”, 2dition, Benjamin/Cummingspublishin
company, 1995.

3. Gerald J. Kowalski and Mark.T. Maybury, “Informati&torage and Retrieval systems”, Kluw

to
N,

g

ver

academic Publishers, 2000.




CRYPTOGRAPHY
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS744 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS744) will enable students to:

» Define cryptography and its principles

» Explain Cryptography algorithms

» lllustrate Public and Private key cryptography

» Explain Key management, distribution and ceritifica
» Explain authentication protocols

» Tell about IPSec

Module — 1

Contact
Hours

Classical Encryption TechniquesSymmetric Cipher Model, Cryptography, Cryptanal
and Brute-Force Attack, Substitution Techniquesgegaa Cipher, Monoalphabetic Ciph
Playfair Cipher, Hill Cipher, Polyalphabetic Ciph€ne Time Padlock Ciphers and the
data encryption standard: Traditional block Cipher structure, stream Ciphansl block
Ciphers, Motivation for the feistel Cipher struauthe feistel Cipher, The data encrypt

08

standard, DES encryption, DES decryption, A DESv@a, results, the avalanche effect,

the strength of DES, the use of 56-Bit Keys, théumaof the DES algorithm, timin

attacks, Block cipher design principles, numberrafinds, design of function F, key

schedule algorithm

Textbook 1: Ch. 2.1,2.2, Ch. 3
RBT: L1, L2

Module — 2

Public-Key Cryptography and RSA: Principles of publi-key cryptosystems. Pub-key
cryptosystems. Applications for public-key cryptems, requirements for public-k

cryptosystems. public-key cryptanalysis. The RSgoathm, desription of the algorithm

computational aspects, the security of RSA.

Other Public-Key Cryptosystems: Diffie-hellman key exchange, The algorithm, k
exchange protocols, man in the middle attack,Elg&ngptographic systems

Textbook 1: Ch. 9, Ch. 10.1,10.2

RBT: L1, L2

08
24

Module — 3

Elliptic curve arithmetic, abelian groups, ellipticarves over real numbers, elliptic cun
over Zp, elliptic curves overGF(2m), Elliptic curegyptography, Analog of Diffie-hellma
key exchange, Elliptic curve encryption/ decryptisecurity of Elliptic curve cryptograph
Pseudorandom number generation based on an asyimaoigitier, PRNG based on RSA.

Key Management and Distribution: Symmetric key distribution using Symmetri

encryption, A key distribution scenario, Hierarcli&key control, session key lifetime,
transparent key control scheme, Decentralized kewtral, controlling key usage




Symmetric key distribution using asymmetric enciypt simple secret key distributio
secret key distribution with confidentiality anctlaentication, A hybrid scheme, distributi
of public keys, public announcement of public kgysblicly available directory,public ke
authority, public keys certificates.

Textbook 1: Ch. 10.3-10.5, Ch.14.1 to 14.3

RBT: L1, L2

N

<

Module — 4

X-509 certificates. Certificates, )-509 version 3, public key infrastructureUser
Authentication: Remote user Authentication principles, Mutual Autfieation, one
wayAuthentication, remote user Authentication usiBgmmetric encryption, Mutua
Authentication, one way Authentication, KerberosptiMation , Kerberos version 4
Kerberos version 5, Remote user Authentication gu#isymmetric encryption, Mutua
Authentication, one way AuthenticatioBlectronic Mail Security: Pretty good privacy
notation, operational; description, S/MIME, RFC532Rultipurpose internet ma
extensions, S/MIME functionality, S/IMIME message&¥MIME certificate processing
enhanced security services, Domain keys identifiadl, internet mail architecture, E-M3
threats, DKIM strategy, DKIM functional flow.

Textbook 1: Ch. 14.4, Ch. 15.1 to 15.4, Ch.19

RBT: L1, L2

Module — 5

IP Security: IP Security overview, applications of IPsec, besefof IPsec, Routir
applications, IPsec documents, IPsec servicespohand tunnel modes, Security policy
Security associations, Security associations dagb&ecurity policy database, IP tre
processing, Encapsulating Security payload, ESkndgr encryption and authenticat
algorithms, Padding, Anti replay service

Transport and tunnel modes combining security associations, authenticatidos
confidentiality, basic combinations of security @dations, internet key exchange, K
determinations protocol, header and payload forncagptographic suits.
Textbook 1: Ch. 20.1 to 20.3

08

RBT: L1, L2

Course outcomes The students should be able

Define cryptography and its principles

Explain Cryptography algorithms

lllustrate Public and Private key cryptography
Explain Key management, distribution and ceritifica
Explain authentication protocols

Tell about IPSec

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books:

1. William Stallings: Cryptography and Network SecyriPearson Bedition.

Reference Books

1. V K Pachghare: Cryptography and Information SegpRtH! 2° Edition.




ROBOTIC PROCESS AUTOMATION DESIGN & DEVELOPMENT
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS745 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS745) will enable student

« To understand Basic Programming concepts and ttherlying logic/structure
» To Describe RPA , where it can be applied and hswriplemented

¢ To Describe the different types of variables, Colfiilow and data manipulation techniques

* To Understand Image, Text and Data Tables Automatio
* To Describe automation to Email and various tygesxaeptions and strategies to ha

ndle

Module — 1

Contact
Hours

Programming Concepts Basi- Understanding the applicatic- Basic Web Concept-
Protocols - Email Clients -. Data Structures - Dedhles - Algorithms - Software Process
- Software Design - Scripting - .Net Framework €tNFundamentals - XML - Contrg
structures and functions - XML - HTML - CSS - Vdiies & Arguments.
RBT:L1,1L2,L3

08
5es
Dl

Module — 2

RPA Basics- History of Automation- What is RPA- RPA vs Automatior- Processes ¢
Flowcharts - Programming Constructs in RPA - WhatcBsses can be Automated - Ty
of Bots - Workloads which can be automated - RPAigkited Concepts - Standardizat
of processes - RPA Developemt methodologies - Biffee from SDLC - Robotic contr
flow architecture - RPA business case - RPA Tednoecess Design Document/Soluti
Design Document - Industries best suited for RAAsks & Challenges with RPA - RP
and emerging ecosystem.

RBT: L1, L2, L3

08
es
on
Dl
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Module — 3

Introduction to RPA Too- The User Interfac- Variables- Managing Variable- Naming
Best Practices - The Variables Panel - Generic & &lariables - Text Variables - True
False Variables - Number Variables - Array VarigbleDate and Time Variables - D3
Table Variables - Managing Arguments - Naming Bestctices - The Arguments Pane
Using Arguments - About Imported Namespaces - ItipgprNew Namespaces- Contr
Flow - Control Flow Introduction - If Else Statemen Loops - Advanced Control Flow
Sequences - Flowcharts - About Control Flow - Cainfflow Activities - The Assign
Activity - The Delay Activity - The Do While Actity - The If Activity - The Switch
Activity - The While Activity - The For Each Actity - The Break Activity - Data
Manipulation - Data Manipulation Introduction - Sravariables, collections and Table
Text Manipulation - Data Manipulation - GatherimgdaAssembling Data
RBT:L1,1L2,L3

08
or
ta

Module — 4

Recording and Advanced Ul Interacti- Recording Introductior- Basic and Deskto
Recording - Web Recording - Input/Output MethodScreen Scraping - Data Scrapin
Scraping advanced techniques - Selectors - SedectDefining and Assessing Selector
Customization - Debugging - Dynamic Selectors -tiRlaSelectors - RPA Challenge

Image, Text & Advanced Citrix Automation - Introdion to Image & Text Automation




Image based automati- Keyboard based automati- Information Retrieva- Advances
Citrix Automation challenges - Best Practices -rigsiab for Images - Starting Apps - Excel
Data Tables & PDF - Data Tables in RPA - Excel dpata Table basics - Data
Manipulation in excel - Extracting Data from PDFExtracting a single piece of datg -
Anchors - Using anchors in PDF.
RBT:L1,L2,L3

Module — 5

Email Automation- Email Automation- Incoming Email automatior- Sending Emai| 08
automation - Debugging and Exception Handling - @ging Tools - Strategies for solving
issues - Catching errors.
RBT: L1, L2, L3

Course outcomes The students should be able

» To understand Basic Programming concepts and ttheriying logic/structure

» To Describe RPA , where it can be applied and hswriplemented

* To Describe the different types of variables, Canfiflow and data manipulation techniques
* To Understand Image, Text and Data Tables Automatio

* To Describe automation to Email and various tygesxaeptions and strategies to handle

Question paper pattern:
* The question paper will have ten questions.
* There will be 2 questions from each module.
* Each question will have questions covering allttcs under a module.
* The students will have to answer 5 full questi@edecting one full question from each module.

Text Books

1. Alok Mani Tripathi, Learning Robotic Process Autdina, Publisher: Packt Publishi Release
Date: March 2018ISBN: 9781788470940

Reference Books

1. Frank Casale, Rebecca Dilla, Heidi Jaynes, Laurgmgston, “Introduction to Robotic Process
Automation: a Primer”, Institute of Robotic Procéagomation.

2. Richard Murdoch, Robotic Process Automation: Gulae Building Software Robots, Automate
Repetitive Tasks & Become An RPA Consultant

3. Srikanth Merianda,Robotic Process Automation To#lspcess Automation and their benefits:
Understanding RPA and Intelligent Automation

4. https://www.uipath.com/rpa/robotic-process-autoprati




INTRODUCTION TO BIG DATA ANALYTICS
(OPEN ELECTIVE)
(Effective from the academic year 2018 -2019)
SEMESTER - VII

Course Code 18CS751 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS7f) will enable students t

Interpret the data in the context of the business.
Identify an appropriate method to analyze the data
Show analytical model of a system

Module — 1

Teaching
Hours

Introduction to Data Analytics and Decision Making: Introduction, Overview of th
Book, The Methods, The Software, Modeling and Med&raphical Models, Algebra
Models, Spreadsheet Models, Seven-Step ModelingeBsbescribing the Distribution
of a Single VariableIintroduction,Basic Concepts, Populations and SasplDatd
Sets,Variables,and Observations, Types of Datacriptive Measures for Categoric
Variables, Descriptive Measures for Numerical Vialea, Numerical Summary Measurs
Numerical Summary Measures with StatTools,ChamtdNfamerical Variables, Time Serig
Data, Outliers and Missing Values,Outliers,Missingalues, Excel Tables fq
Filtering,Sorting,and Summarizing.

Finding Relationships among Variables Introduction, Relationships among Categori
Variables, Relationships among Categorical Varglgled a Numerical Variable, Stack
and Unstacked Formats, Relationships among Nunberi¢ariables, Scatterplots
Correlation and Covariance, Pivot Tables.

Textbook 1: Ch. 1,2,3

RBT:L1,L2,L3
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Module — 2

Probability and Probability Distributions:Introduction,Probability Essentials, Rule
Complements, Addition Rule, Conditional Probabilipnd the Multiplication Rule
Probabilistic Independence, Equally Likely Event§ourseive Versus Obijectiy
Probabilities, Probability Distribution of a SingRandom Variable, Summary Measures
a Probability Distribution, Conditional Mean andri&ace, Introduction to Simulation.

Normal,Binormal,Poisson,and Exponential
Distribution, Continuous Distributions and Densityrunctions, The Normg
Density,Standardizing:Z-Values,Normal Tables and/afdes, Normal Calculations i
Excel, Empirical Rules Revisited, Weighted Sums Mérmal Random Variables
Applications of the Normal Random Distribution, TBinomial Distribution, Mean an
Standard Deviation of the Binomial Distribution,elBinomial Distribution in the Conte

of Sampling, The Normal Approximation to the BinaiApplications of the Binomial

Distribution, The Poisson and Exponential Distribng, The Poisson Distribution, Tt
Exponential Distribution.

Textbook 1: Ch. 4,5

RBT: L1,L2,L3

Distributions:Introduction,The Normal
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Module — 3

Decision Making under Uncertainty:Introduction,Elements of Decision Analysis, Pay
Tables, Possible Decision Criteria, Expected Magetéalue(EMY),Sensitivity Analysis

Decision Trees, Risk Profiles, The Precision Treel4n,Bayes' Rule, Multistage Decision
Problems and the Value of Information, The Valueldbrmation, Risk Aversion and
Expected Utility, Utility Functions, Exponential ilitly, Certainty Equivalents, Is Expected

Utility Maximization Used?

Sampling and Sampling Distributions Introduction, Sampling Terminology, Methods for
Selecting Random Samples, Simple Random Samplipgte®atic Sampling, Stratified
n

Sampling, Cluster Sampling, Multistage Sampling e3abs, Introduction to Estimatio
Sources of Estimation Error, Key Terms in Sampli@gmpling Distribution of the Samp
Mean, The Central Limit Theorem, Sample Size SkEerctSummary of Key ldeas fq
Simple Random Sampling.
Textbook 1: Ch. 6,7
RBT:L1,L2,L3

08

e
r

Module - 4

Confidence Interval Estimation: Introduction, Sampling Distributions, The t Dibtstion,
Other Sampling Distributions, Confidence Intervat & Mean, Confidence Interval for
Total, Confidence Interval for a Proportion, Coefide Interval for a Standard Deviatig
Confidence Interval for the Difference between Mgamdependent Samples, Pai

Samples, Confidence Interval for the Differencewaen Proportions, Sample Sige

08
a
n,
ed

Selection, Sample Size Selection for Estimatiorthef Mean, Sample Size Selection for

Estimation of Other Parameters.
Hypothesis Testingintroduction,Concepts in Hypothesis Testing, Nafid Alternative

Hypothesis, One-Tailed Versus Two-Tailed Tests,eBypf Errors, Significance Level and

Rejection Region, Significance from p-values, TYypErrors and Power, Hypothesis Te
and Confidence Intervals, Practical versus Stesiktsignificance, Hypothesis Tests fo
Population Mean, Hypothesis Tests for Other PararagHypothesis Tests for a Populat
Proportion, Hypothesis Tests for Differences betwBepulation Means, Hypothesis T¢
for Equal Population Variances, Hypothesis Tests Difference between Populatig
Proportions, Tests for Normality, Chi-Square Testlfidependence.
Textbook 1: Ch. 8,9

RBT:L1,L2,L3
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Module — 5

Regression Analysi: Estimating Relationships: Introduction, Scattetpl : Graphing
Relationships, Linear versus Nonlinear Relations/@uptliers,Unequal Variance, N
Relationship,Correlations:Indications of Linear &&inships, Simple Linear Regressig
Least Squares Estimation, Standard Error of Estimdahe Percentage of Variati
Explained:R-Square,Multiple Regression, Interpretatof  Regression Coefficient
Interpretation of Standard Error of Estimate an8driare, Modeling Possibilities, Dumn
Variables, Interaction Variables, Nonlinear Tramsfations, Validation of the Fit.
Regression Analysis Statistical Inference:Introduction,The Statistiddodel, Inferences
About the Regression Coefficients, Sampling Disttidn of the Regression Coefficien
Hypothesis Tests for the Regression Coefficients @ivalues, A Test for the Overall F
The ANOVA Table,Multicollinearity,Include/Exclude daisions, Stepwis
Regression,Outliers,Violations  of  Regression  Asdiong,Nonconstant  ErrgQ
Variance,Nonnormality of Residuals,Autocorrelatessiduals ,Prediction.

Textbook 1: Ch. 10,11
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RBT:L1,L2,L3




Course outcomes The students should be able

* Explain the importance of data and data analysis
* Interpret the probabilistic models for data

* Define hypothesis, uncertainty principle

* Evaluate regression analysis

Question Paper Pattern

* The question paper will have ten questions.

* Each full Question consisting of 20 marks

e There will be 2 full questions (with a maximum ofif sub questions) from each module.
* Each full question will have sub questions coveatighe topics under a module.

* The students will have to answer 5 full questi@edecting one full question from each module.

Text Books:

1. S C Albright and W L Winston, Business analyticatad analysis and decision making,
5/e Cenage Learning

Reference Books:

1. ArshdeepBahga, Vijay Madisetti, "Big Data AnalytiésHands-On Approach”, 1st Edition, VAT
Publications, 2018. ISBN-13: 978-0996025577

2. Raj Kamal and Preeti Saxena, “Big Data Analytidsdduction to Hadoop, Spark, and Machine-
Learning”, McGraw Hill Education, 2018 ISBN: 978%%4966, 9353164966 T




PYTHON APPLICATION PROGRAMMING
(OPEN ELECTIVE)
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS752 | IA Marks 40

Number of Lecture Hours/Week 3:0:0 Exam Marks 60

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course ObjectivesThis course (18CS752) will enable students to

» Learn Syntax and Semantics and create FunctioRgtiron.

» Handle Strings and Files in Python.

* Understand Lists, Dictionaries and Regular expoessin Python.
* Implement Object Oriented Programming conceptsythdh

» Build Web Services and introduction to Network &watabase Programmingin Python.

Module — 1

Teaching
Hours

Why should you learn to write programs, Variabkgressions and statements, Conditic
execution, Functions
Textbook 1: Chapters 1 — 4

RBT: L1, L2, L3

08

Module — 2

Iteration, Strings, File
Textbook 1: Chapters 5— 7
RBT: L1, L2, L3

08

Module — 3

Lists, Dictionaries, Tuples, Regular Express
Textbook 1: Chapters 8 - 11
RBT: L1, L2, L3

08

Module — 4

Classes and objects, Classes and functClasses and methc
Textbook 2: Chapters 15— 17
RBT: L1, L2, L3

08

Module — 5

Networked programs, Using Web Services, Using deted and SC
Textbook 1: Chapters 12— 13, 15
RBT: L1, L2, L3

08

Course OutcomesAfter studying this course, students vbe able t

 Examine Python syntax and semantics and be fluerthé use of Python flow control af

functions.
» Demonstrate proficiency in handling Strings ané BYstems.

» Create, run and manipulate Python Programs usirggdata structures like Lists, Dictionaries 3

use Regular Expressions.
» Interpret the concepts of Object-Oriented Programgnais used in Python.

» Implement exemplary applications related to Netwr&gramming, Web Services and Databad

nd

nd
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in Python

Question paper pattern:

» The question paper will have ten questions.

« Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.

» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@e$ecting one full question from each module.

Text Books:

1. Charles R. Severanc‘Python for Everybody: Exploring Data Using Python 3”, 1 Edition,

2.

CreateSpace Independent Publishing Platform, 2016. (http://dol.dr-
chuck.com/pythonlearn/EN_us/pythonlearn.pdf )

Allen B. Downey,"Think Python: How to Think Like a Computer Scienti st”, 2"Edition,
Green Tea Press, 2015. (http://greenteapress.dokpitthon2/thinkpython2.pdf(Download pdf
files from the above links)

Reference Books:

1.

2.

Charles Dierbact"Introduction to Computer Science Using Pythor", 1% Edition, Wiley India
Pvt Ltd, 2015. ISBN-13: 978-8126556014

Gowrishankar S, Veena Aintroduction to Python Programming”, 1% Edition, CRC
Press/Taylor & Francis, 2018. ISBN-13: 978-08153243

Mark Lutz, “Programming Python”, 4" Edition, O'Reilly Media, 2011.ISBN-13: 978
9350232873

Roberto Tamassia, Michael H Goldwasser, Michael ®odekich, “Data Structures and
Algorithms in Python”, 1°Edition, Wiley India Pvt Ltd, 2016. ISBN-13: 97883562176
Reema TharejdPython Programming Using Problem Solving Approach”, Oxford university

press, 2017. ISBN-13: 978-0199480173




INTRODUCTION TO ARTIFICIAL INTELLIGENCE
(OPEN ELECTIVE)

(Effective from the academic year 2018 -2019)
SEMESTER - VII

Course Code 18CS753 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives This course (18CS753) will enable student

* Identify the problems where Al is required and diffeerent methods available
* Compare and contrast different Al techniques altgla
* Define and explain learning algorithms

Module — 1 Teaching
Hours

Whatis artificial intelligence?, Problems, Problem Sgmand sear: 08

TextBookl: Ch 1, 2

RBT: L1, L2

Module — 2

Knowledge Representation Issues, Using Predicatgcl &®epresenting knowledge usi| 08
Rules,
TextBoookl: Ch 4, 5 and 6.

RBT: L1, L2

Module — 3

Symbolic Reasoning under Uncertainty, Statistieakonin 08
TextBoookl: Ch 7, 8

RBT: L1, L2

Module — 4

Game Playing, Natural Language Proces 08
TextBoookl: Ch 12 and 15

RBT: L1, L2

Module — 5

Learning, Expert Systen 08
TextBookl: Ch 17 and 20

RBT: L1, L2

Course outcomes The students should be able

* Identify the Al based problems

* Apply technigues to solve the Al problems

* Define learning and explain various learning teghas
* Discuss on expert systems

Question paper pattern

* The question paper will have ten questions.

* Each full Question consisting of 20 marks

* There will be 2 full questions (with a maximum ofif sub questions) from each module.
* Each full question will have sub questions covestighe topics under a module.

* The students will have to answer 5 full questi@edecting one full question from each module.




Text Books:

1. E.Rich, K. Knight & S. B. Nair - Artificial Intdigence, 3/e, McGraw Hill.
Reference Books:

1. Artificial Intelligence: A Modern Approach, StudRiusell, Peter Norving, Pearson Education
Edition.

2. Dan W. Patterson, Introduction to Artificial Intigence and Expert Systems — Prentice Ha
India.

3. G. Luger, “Artificial Intelligence: Structures ar8irategies for complex problem Solving”,
Fourth Edition, Pearson Education, 2002.

4. Artificial Intelligence and Expert Systems Develggmhby D W Rolston-Mc Graw hill.

5. N.P. Padhy “Artificial Intelligence and IntelligeSystems” , Oxford University Press-2015

Pnd
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INTRODUCTION TO DOT NET FRAMEWORK FOR APPLICATION
DEVELOPMENT
(OPEN ELECTIVE)
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS754 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS754) will enable student

* Inspect Visual Studio programming environment amalset designed to build applications for
Microsoft Windows

* Understand Object Oriented Programming concep®#tiprogramming language.

* Interpret Interfaces and define custom interfacespplication.

e Build custom collections and generics in C#

* Construct events and query data using query express
Module - 1 Teaching

Hours

Introducing Microsoft Visual C# and Microsoft Visual Studio 2015 Welcome to C#| 08
Working with variables, operators and expressialgfing methods and applying scope,
Using decision statements, Using compound assigharhiteration statements, Managing
errors and exceptions
T1: Chapter 1 — Chapter 6
RBT: L1,L2
Module — 2
Understanding the C# object model: Creating and Managing classes and obij¢| 08
Understanding values and references, Creating v#pes with enumerations and
structures, Using arrays
Textbook 1: Ch 7 to 10
RBT: L1, L2
Module - 3
Understanding parameter arrays, Working with irtaade, Creating interfaces and defin| 08
abstract classes, Using garbage collection andiresonanagement
Textbook 1: Ch 11 to 14
RBT: L1, L2
Module — 4
Defining Extensible Types with C#:Implementing properties to access fields, U 08
indexers, Introducing generics, Using collections
Textbook 1: Ch 15to 18
RBT: L1,L2
Module — 5
Enumerating Collections, Decoupling applicationitognd handlincevents, Querying - | 08
memory data by using query expressions, Operagnti@ading
Textbook 1: Ch 19 to 22
RBT: L1, L2
Course outcomes The students should be able

* Build applications on Visual Studio .NET platformp bnderstanding the syntax and semantics of




C#

Demonstrate Object Oriented Programming concepBtiprogramming language

Design custom interfaces for applications and legerthe available built-in interfaces in buildi
complex applications.

lllustrate the use of generics and collections#in C
Compose queries to query in-memory data and defimeoperator behaviour

Question paper pattern:

The question paper will have TEN questic

There will be TWO questions from each module.

Each question will have questions covering allttiics under a module.

The students will have to answer FIVE full questioselecting ONE full question from each module.

Text Books

1.

John Sharp, Microsoft Visual C# Step by Stefj,Edlition, PHI Learning Pvt. Ltd. 2016

Reference Books:

1.

2.
3.

Christian Nagel, “C# 6 and .NET Core 1.0", 1st dit Wiley India Pvt Ltd, 2016. Andrew
Stellman and Jennifer Greene, “Head First C#”,Bition, O’Reilly Publications, 2013.
Mark Michaelis, “Essential C# 6.0”, 5th Edition,d?son Education India, 2016.

Andrew Troelsen, “Prof C# 5.0 and the .NET 4.5 Feaork”, 6th Edition, Apress and
Dreamtech Press, 2012.




ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING LABORA  TORY
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CSL76 CIE Marks 40

Number of Contact Hours/Week 0:0:2 SEE Marks 60

Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs
Credits — 2

Course Learning Objectives:This cours¢(18CSL’6) will enable students 1

» Implement and evaluate Al and ML algorithms in &ython programming language.

Descriptions (if any):

Installation procedure of the required software mus$ be demonstrated, carried out in groups
and documented in the journal.

Programs List:

1. Implement A* Search algorithi
2. Implement AO* Search algoritt.
3. For a given set of training data examples stored.lDSV file, implement an

demonstrate the Candidate-Elimination algorithmitpot a description of the set of all
hypotheses consistent with the training examples.

4, Write a program to demonstrate the working of teeision tree based ID3 algorith
Use an appropriate data set for building the decisiee and apply this knowledge
toclassify a new sample.

5. Build an Artificial Neural Network by implementirthe Backpropagation algorithm a
test the same using appropriate data sets.

6. Write a program to implement the naive Bayesiaasifier for a sample training data
stored as a .CSV file. Compute the accuracy otlssifier, considering few test data
sets.

7. Apply EM algorithm to cluster a set of data stoired .CSV file. Use the same data

for clustering using k-Means algorithm. Compareremults of these two algorithms and
comment on the quality of clustering. You can aalbJPython ML library classes/API in
the program.

8. Write a program to implemen-Nearest Neighbour algorithm to classify the iritadset.
Print both correct and wrong predictions. Java/@ythIL library classes can be used for
this problem.

9. Implement the nc-parametric Locally Weighted Regressionalgorithrorider to fit date

points. Select appropriate data set for your erpemt and draw graphs

Laboratory Outcomes: The student should be able;

* Implement and demonstrate Al and ML algorithms.
» Evaluate different algorithms.

Conduct of Practical Examination:

e Experiment distribution
o For laboratories having only one part: Studentsafiosved to pick one experiment from
the lot with equal opportunity.
o For laboratories having PART A and PART B: Studemesallowed to pick one
experiment from PART A and one experiment from PAR Twith equal opportunity.
» Change of experiment is allowed only once and malikéted for procedure to be made zero g
the changed part only.
» Marks Distribution(Courseed to change in accoradance with universigglations)
g) For laboratories having only one part — ProceduExecution + Viva-Voce: 15+70+15 =
100 Marks




r) For laboratories having PART A and PART
i. Part A —Procedure + Execution + Viva = 6 + 28 =40 Marks
ii. Part B — Procedure + Execution + Viva = 9 + 42=+6&0 Marks




INTERNET OF THINGS
(Effective from the academic year 2018 -2019)
SEMESTER — VIII

Course Code 18CS81 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS81) will enable student

» Assess the genesis and impact of loT applicatiemtsitectures in real world.

» lllustrate diverse methods of deploying smart ofsjend connect them to network.
» Compare different Application protocols for IoT.

» Infer the role of Data Analytics and Security ifflo

» Identifysensor technologies for sensing real wadities and understand the role of loT

various domains of Industry.

Module 1 Contact
Hours

What is 10T, Genesis of 10T, I0T and Digitizatido,T Impact, Convergence of IT and Ic| 08

IoT Challenges, IoT Network Architecture and Desidprivers Behind New Networ

Architectures, Comparing loT Architectures, A Siifietl 10T Architecture, The Core loT

Functional Stack, loT Data Management and ComptatekS

Textbook 1: Ch.1, 2

RBT: L1,L2,L3

Module 2

Smart Objects: The “Things” in IoT, Sensors, Actust and Smart Objects, Sen| 08

Networks, Connecting Smart Objects, Communicat(niteria, loT Access Technologies.

Textbook 1: Ch.3, 4

RBT:L1,L2,L3

Module 3

IP as the loT Netwol Layer, The Business Case for IP, The need for QOpdition, | 08

Optimizing IP for 10T, Profiles and Compliances, pAipation Protocols for 0T, The

Transport Layer, 10T Application Transport Methods.

Textbook 1: Ch.5, 6

RBT:L1,L2, L3

Module 4

Data an' Analytics for 10T, An Introduction to Data Analyticfor 10T, Machine Learnin¢| 08

Big Data Analytics Tools and Technology, Edge Stiea Analytics, Network Analytics|,

Securing 10T, A Brief History of OT Security, Comm&hallenges in OT Security, How IT

and OT Security Practices and Systems Vary, FoRigd Analysis Structures: OCTAVE

and FAIR, The Phased Application of Security irCperational Environment

Textbook 1: Ch.7, 8

RBT: L1, L2, L3

Module 5

IoT Physical Devices and Endpoir- Arduino UNC: Introduction to Arduino, Arduin| 08

UNO, Installing the Software, Fundamentals of ArduProgramming. 0T Physigal

Devices and Endpoints - RaspberryPi: IntroductimiRaspberryPi, About the RaspberryPi

Board: Hardware Layout, Operating Systems on Rasgbie Configuring RaspberryPlj,

Programming RaspberryPi with Python, Wireless Teuatpee Monitoring System Using Ri,

DS18B20 Temperature Sensor, Connecting RaspbemyaPsSH, Accessing Temperatyre

n



from DS18B20 sensors, Remote access tpberryPi, Smart and Connected Cities, An
Strategy for Smarter Cities, Smart City 0T Architee, Smart City Security Architectur
Smart City Use-Case Examples.

Textbook 1: Ch.12

Textbook 2: Ch.7.1to 7.4, Ch.8.1t0 8.4, 8.6

RBT: L1, L2,L3

o

Course Outcomes The student will be able t

» Interpret the impact and challenges posed by |dWvarks leading to new architectural models

» Compare and contrast the deployment of smart abgaatl the technologies to connect then|
network.

» Appraise the role of 0T protocols for efficienttwerk communication.

» Elaborate the need for Data Analytics and SecuritgT.

» lllustrate different sensor technologies for segsinl world entities and identify the applicatig
of 1oT in Industry.

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. David Hanes, Gonzalo Salgueiro, Patrick GrossetBebert Barton, Jerome Her"loT
Fundamentals: Networking Technologies, Protocols, ral Use Cases for the Internet o
Things”, 1°Edition, Pearson Education (Cisco Press IndianiR@piSBN: 978-9386873743)

2. Srinivasa K G,'Internet of Things”, CENGAGE Leaning India, 2017

Reference Books:

1. Vijay Madisetti and ArshdeepBahc‘Internet of Things (A Hands-on-Approach)”, 1¥Edition,
VPT, 2014. [SBN: 978-8173719547)

2. Raj Kamal,“Internet of Things: Architecture and Design Principles”, 1*' Edition, McGraw
Hill Education, 2017.16BN: 978-9352605224)

Mandatory Note:

Distribution of CIE Marks is a follows (Total 40 Wes):
e 20 Marks through IA Tests
» 20 Marks through practical assessment

Maintain a copy of the report for verification during LIC visit.

Posssible list of practicals:

1. Transmit a string using UAF

2. Point-to-Point communication of two Motes over thdio frequency.

3. Multi-point to single point communication of Moteser the radio frequency.LAN (Sub-
netting).

4. 12C protocol study

n to

5. Reading Temperature and Relative Humidity valuenftbe sensor




MOBILE COMPUTING
(Effective from the academic year 2018 -2019)
SEMESTER — VIII

Course Code 18CS821 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS821) will enable student
» Define concepts of wireless communication.
« Compare and contrast propagation methods, CharoadIls) capacity calculations multiple
antennas and multiple user techniques used in tiiercommunication.
» Explain CDMA, GSM. Mobile IP, Wimax and Differentdbile OS
* lllustrate various Markup Languages CDC, CLDC, M|PPogramming for CLDC, MIDlet
model and security concerns

Module 1 Contact
Hours

Mobile Computing ArchitectureArchitecture for Mobile Computing, -tier Architecture | 08
Design Considerations for Mobile Computing. Emeggirechnologies: Wireless broadband
(WIMAX), Mobile IP: Introduction, discovery, Regrsttion, Tunneling, Cellular IP, Mobilg
IP with IPv6. Wireless Networks : Global Systems Ntobile Communication (GSM): GSM
Architecture, Entities, Call routing in GSM, PLMMNterface, GSM Addresses and ldentities,
Network Aspects in GSM, Mobility Management, GSMefaency allocation. Short Service
Messages (SMS): Introduction to SMS, SMS ArchitegtuSMMT, SMMO, SMS as
Information bearer, applications
Textbookl: 2.4 -2.6,4.4-4.6,5, 6.
RBT: L1, L2

D

Module 2

GPRS and Packet Data Network, GPRS Network Ardhitec GPRS Network Operatior| 08
Data Services in GPRS, Applications for GPRS, Bjliand Charging in GPRS. Spread
Spectrum technology, 1S-95, CDMA versus GSM, WagsleData, Third Generatign
Networks, Applications on 3G, Mobile Client: Movingeyond desktop, Mobile handset
overview, Mobile phones and their features, PDAsiB®e Constraints in applications for
handheld devices.

Textbook 1: 7,9.2-9.7,12.2-12.6
RBT: L1, L2

Module 3

Mobile OS and Computing Environment: Smart Cliemtclitecture, The Client: Usi| 08
Interface, Data Storage, Performance, Data Syndctation, Messaging. The Server: Data
Synchronization, Enterprise Data Source, Messadumpile Operating Systems: WinCE,
Palm OS, Symbian OS, Linux, Proprietary OS Clier@v&opment: The development
process, Need analysis phase, Design phase, Impiatiom and Testing phase, Deployment
phase, Development Tools, Device Emulators
Textbook 2: 7, 8.

RBT: L1, L2

Module 4

Building Wireless Internet Applications: Thin clieoverview: Architecture, the clier| 08




Middleware, messang Servers, Processing a Wireless request, Wirefggdications
Protocol (WAP) Overview, Wireless Languages: Markianguages, HDML, WML, 1(
Hours HTML, cHTML, XHTML, VoiceXML.

Textbook 2: 11, 12, 13

RBT: L1, L2

Module 5

J2ME: Introduction, CDC,CLDC, MIDP; Programming for CLDC, MiIDlet mode¢| 08
Provisioning, MIDlet life-cycle, Creating new apgtion, MIDlet event handling, GUI ip
MIDP, Low level GUI Components, Multimedia APIs; @munication in MIDP, Security
Considerations in MIDP.
Textbook 1: 15.1 - 15.10
RBT: L1, L2

Course Outcomes The student will be able t

The students shall able
» Explain state of art techniques in wireless comcation.
 Discover CDMA, GSM. Mobile IP, WImax
» Demonstrate program for CLDC, MIDP let model aadusity concerns

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:
1. Ashok Talukder, Roopa Yavagal, Hasan Ahmed: MaBibenputing, Technology, Applications
and Service Creation, 2nd Edition, Tata McGraw, il 10.
2. Martyn Mallik: Mobile and Wireless Design EssergjalViley India, 2003

Reference Books
1. Raj kamal: Mobile Computing, Oxford University Pse2007.
2. Iti Saha Misra: Wireless Communications and Netwp8G and Beyond, Tata McGraw Hill,
2009.




STORAGE AREA NETWORKS
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS822 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS8) will enable students t

» Evaluate storage architectures,

» Define backup, recovery, disaster recovery, busigestinuity, and replication
» Examine emerging technologies including IP-SAN

» Understand logical and physical components of mgtoinfrastructure

» Identify components of managing and monitoringdhta center

» Define information security and identify differestbrage virtualization technologies

Module 1 Contact
Hours

Storage System: Introduction to Information Storage Information Storage, Evolution «| 08

Storage Architecture, Data Center Infrastructungtudlization and Cloud Computin@ata

Center Environment: Application Database Management System (DBMS), tHos

(Compute), Connectivity, Storage, Disk Drive Comguots,Disk Drive Performance, Hgst

Access to Data, Direct-Attached Storage, Storaggidh Based on Application

Textbookl : Ch.1.1to 1.4, Ch.2.1t0 2.10

RBT: L1, L2

Module 2

Data Protection- RAID : RAID Implementation Methods, RAID Array ComponerRAID | 08

Techniques, RAID Levels, RAID Impact on Disk Perfance, RAID Comparison.

Intelligent Storage Systems :Components of an Intelligent Storage System, Typies

Intelligent Storage Systemg&ibre Channel Storage Area Networks - Fibre Channel

Overview, The SAN and Its Evolution, Component§Gf SAN.

Textbookl : Ch.3.1to 3.6, Ch. 4.1, 4.3, Ch. 5.1 503

RBT:L1,L2

Module 3

IP SAN and FCoE: iSCSI, FCIP,Network-Attached Storage: Genere-Purpose Servel| 08

versus NAS Devices,Benefi ts of NAS, File Systemd Metwork File Sharing, Components

of NAS, NAS I/O Operation, NAS Implementations, NA8e-Sharing Protocols, Factors

Affecting NAS Performance

Textbookl : Ch.6.1, 6.2, Ch. 7.1t0 7.8

RBT: L1, L2

Module 4

Introduction to Business Continuity: Information Availability, BC Terminology, B(| 08

Planning Life Cycle, Failure Analysis, Business aopAnalysis, BC Technology Solutions,

Backup and Archive: Backup Purpose, Backup Considerations, Backup Gadty) Recovery

Considerations, Backup Methods, Backup Architegtuigackup and Restore Operations, Backup

Topologies, Backup in NAS Environments

Textbookl : Ch.9.1t0 9.6, Ch. 10.1t0 10.9

RBT:L1,L2

Module 5

Local Replication: Replication Terminology, Uses of Local Replicaspi&a Consistency , Local 08

Replication Technologies, Tracking Changes to Souand Replica, Restore and Res

art

Considerations, Creating Multiple Replicd8emote Replication: Modes of Remote Replicatio




Remote Replication TechnologieSecuring the Storage Infrastructure Information Security
Framework, Risk Triad, Storage Security Domaingusity Implementations in Storage Networking
Textbookl : Ch.11.1to 11.7, Ch. 12.1, 12.2,Ch.1to 14.4

RBT:L1,L2

Course Outcomes The student will be able t

» Identify key challenges in managing information aadalyze different storage networking
technologies and virtualization

» Explain components and the implementation of NAS

» Describe CAS architecture and types of archivesfamds of virtualization

» lllustrate the storage infrastructure and managemeivities

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. EMC Education Service‘Information Storage and Managemen”,Wiley India Publications
2009. ISBN: 9781118094839

Reference Books:

1. Paul Massiglia, Richard Barke"Storage Area Network Essentials: A Complete Guideto
Understanding and Implementating SANs Paperback”1st Edition, Wiley India Publications,
2008




NOSQL DATABASE
(Effective from the academic year 2018 -2019)
SEMESTER — VIII

Course Code 18CS823 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS823) will enable student

Define, compare and use the four types of NoSQlaRades (Document-oriented,
Pairs, Column-oriented and Graph).

and performance tune Column-oriented NoSQL database

Document-oriented NoSQL databases.

KeyValue

Demonstrate an understanding of the detailed &cthite, define objects, load data, query dat

Explain the detailed architecture, define objdctad data, query data and performance tune

Module 1 Contact
Hours
Why NoSQL? The Value of Relational Databases, @gttit Persistent Data, Concurren| 08

Integration, A (Mostly) Standard Model, Impedancéidatch, Application and Integratig
Databases, Attack of the Clusters, The Emergenb80L,

Aggregate Data Models; Aggregates, Example of Relatand Aggregates, Consequen
of Aggregate Orientation, Key-Value and DocumentaDislodels, Column-Family Store
Summarizing Aggregate-Oriented Databases.

More Details on Data Models; Relationships, Graphatabases, Schemaless Databa
Materialized Views, Modeling for Data Access,

Textbookl: Chapter 1,2,3
RBT: L1,L2,L3

n

ces

U

SEes,

Module 2

Distribution Models; Single Server, Sharding, Me-Slave Replication, Pe-to-Peer
Replication, Combining Sharding and Replication.

Consistency, Update Consistency, Read ConsisteRejaxing Consistency, The CA
Theorem, Relaxing Durability, Quorums.

Version Stamps, Business and System Transactia@rsjon Stamps on Multiple Nodes

Textbookl: Chapter 4,5,6
RBT:L1,L2,L3

08

P

Module 3

Map-Reduce Basic Maj-Reduc, Partitioning and Combinir, Composing Ma-Reduce
Calculations, A Two Stage Map-Reduce Example, imergal Map-Reduce

Key-Value Databases, What Is a Key-Value Store,-Kale Store Features, Consisten
Transactions, Query Features, Structure of Datajr§; Suitable Use Cases, Storing Ses
Information, User Profiles, Preference, Shopping Cata, When Not to Use, Relationsh
among Data, Multioperation Transactions, Query byaDOperations by Sets

Textbookl: Chapter 7,8
RBT: L1, L2,L3

08

Cy,
5ion
ps

Module 4

Document Databases, What Is a Document Databasa®rEs, Consistency, Transactic

08




Availability, Query Features, Scaling, Suitable U&mases, Event Logging, Conte
Management Systems, Blogging Platforms, Web Aradythr Real-Time Analytics, E
Commerce Applications, When Not to Use, Complexn$aztions Spanning Dif erept

Operations, Queries against Varying Aggregate 8trac

Textbookl: Chapter 9
RBT: L1, L2, L3

Module 5

Graph Databases, What Is Graph Database?, Features, Consistency, Transs( 08
Availability, Query Features, Scaling, Suitable USases, Connected Data, Routing,

Dispatch, and Location-Based Services, Recommeantdgigines, When Not to Use.

Textbookl: Chapter 11
RBT: L1, L2, L3

Course Outcomes The student will be able t

Define, compare and use the four types of NoSQlaBRsdes (Document-oriented, KeyValue
Pairs, Column-oriented and Graph).

Demonstrate an understanding of the detailed &cthite, define objects, load data, query dat
and performance tune Column-oriented NoSQL database

Explain the detailed architecture, define objdctad data, query data and performance tune
Document-oriented NoSQL databases.

js)

Question Paper Pattern

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum ofif sub questions) from each module.
Each full question will have sub questions covesdtighe topics under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Textbooks:

1.

Sadalage, P. & Fowler, NoSQL Distilled: A Brief @aito the Emerging World of Polygl
Persistence, Pearson Addision Wesley, 2012

Reference Books:

1. Dan Sullivan, "NoSQL For Mere Mortals", 1st EditjdRearson Education India, 2015. (IS-
13: 978-9332557338)

2. Dan McCreary and Ann Kelly, "Making Sense of NoS@Lguide for Managers and the Rest
us", 1st Edition, Manning Publication/Dreamtechs3re2013. (ISBN-13: 978-9351192022)

3. Kristina Chodorow, "Mongodb: The Definitive Guideewerful and Scalable Data Storage", 4

Edition, O'Reilly Publications, 2013. (ISBN-13: 99851102694)

of
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MULTICORE ARCHITECTURE AND PROGRAMMING
(Effective from the academic year 2018 -2019)
SEMESTER - VI

Course Code 18CS824 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS -3

Course Learning Objectives:This course (18CS824) wenable students

» Define technologies of multicore architecture ard@grmance measures
» Demonstrate problems related to multiprocessing

» lllustrate windows threading, posix threads, opemmggramming

* Analyze the common problems in parallel programming

Module -1

Contact
Hours

Introduction to Mult-core Architecture Motivation for Concurrency in tsaodre, Paralle
Computing Platforms, Parallel Computing in Micropeesors, Differentiating Multi-cor
Architectures from Hyper- Threading Technology, Mthreading on Single-Core vers

Multi-Core Platforms Understanding Performance, Ahls Law, Growing Returns:

Gustafson’s Law. System Overview of Threading :ilie§ Threads, System View (¢
Threads, Threading above the Operating System,a@ierside the OS, Threads inside
Hardware, What Happens When a Thread Is Creategljo&tion Programming Models arn
Threading, Virtual Environment: VMs and PlatformRuntime Virtualization, Systern
Virtualization.

Textbook 1: Ch.1, 2

RBT: L1, L2, L3

08
e
I5

nf
the
d

Module -2

Fundamental Concepts of Parallel Programming :Ddsjg for Threads, Tas
Decomposition, Data Decomposition, Data Flow Decositpn, Implications of Differen
Decompositions, Challenges You'll Face, ParallebgPamming Patterns, A Motivatin
Problem: Error Diffusion, Analysis of the Error RiSion Algorithm, An Alternate
Approach: Parallel Error Diffusion, Other Alternags. Threading and Parallel Programm
Constructs: Synchronization, Critical Sections, @eak, Synchronization Primitives
Semaphores, Locks, Condition Variables, Messadesy Eontrol- based Concepts, Fen
Barrier, Implementation-dependent Threading Feature

Textbook 1: Ch.3, 4

RBT:L1,1L2,L3

08

ng

Ce,

Module — 3

Threading APIs :ThreadingAPIs for Microsoft WindgwsVin32/MFC Thread APIs
Threading APIs for Microsoft. NET Framework, Cregti Threads, Managing Thread
Thread Pools, Thread Synchronization, POSIX Thredti®ating Threads, Managir
Threads, Thread Synchronization, Signaling, Cortipiteand Linking.
Textbook 1: Ch.5
RBT:L1,L2,L3

08
IS,

g

Module-4

OpenMP: A Portable Solution for Threading : Challesin Threading a Loop, Lo-carried

08

Dependence, Data-race Conditions, Managing Sham&evate Data, Loop Scheduling and

Portioning, Effective Use of Reductions, Minimizifidhreading Overhead, Work-shari
Sections, Performance-oriented Programming, Usirgri®& and No wait, Interleavin

g
¢

Single-thread and Multi-thread Execution, Data Gopsind Copy-out, Protecting Updates

of




Shared Variables, Intel Task queuingtension to OpenMP, OpenMP Library Functic
OpenMP Environment Variables, Compilation, Debuggiperformance

Textbook 1: Ch.6

RBT: L1, L2, L3

Module-5

Solutions to Common Parallel Programming Problenf®o Many Threads, Data Rac| 08
Deadlocks, and Live Locks, Deadlock, Heavily Codh Locks, Priority Inversion,
Solutions for Heavily Contended Locks, Non-blockiAtgorithms, ABA Problem, Cachge
Line Ping-ponging, Memory Reclamation Problem, Regmndations, Thread-safe
Functions and Libraries, Memory Issues, Bandwidf¥orking in the Cache, Memo
Contention, Cache-related Issues, False Sharingndvie Consistency, Current 1A-32
Architecture, Itanium Architecture, High-level Larages, Avoiding Pipeline Stalls on IA-
32,Data Organization for High Performance.

Textbook 1: Ch.7

RBT: L1, L2, L3

Course Outcomes The student will be able t

» Identify the limitations of ILP and the need for Iltiwore architectures

» Define fundamental concepts of parallel prograngnand its design issues

» Solve the issues related to multiprocessing agdest solutions

» Make out the salient features of different multeearchitectures and how they exploit paralleli
» Demonstrate the role of OpenMP and programming eync

Question Paper Pattern:

» The question paper will have ten questions.

e Each full Question consisting of 20 marks

» There will be 2 full questions (with a maximum ofif sub questions) from each module.
» Each full question will have sub questions coveatighe topics under a module.

» The students will have to answer 5 full questi@edecting one full question from each module.

Textbooks:

1. Multicore Programming , Increased Performance thinoBoftware Mul-threading by Shamee
Akhter and Jason Roberts , Intel Press , 2006

Reference Books:

1. Yan Solihin, "Fundamentals of Parallel MulticorechAitecture”, 1st Edition, CRC Press/Tay
and Francis, 2015.

2. GerassimosBarlas, "Multicore and GPU Programming:iftegrated Approach Paperback”,
Edition, Morgan Kaufmann, 2014.

3. Lyla B Das, "The x86 Microprocessors: 8086 to Renti Multicores, Atom and the 803

Microcontroller: Architecture, Programming and Iféeing”, 2nd Edition, Pearson Educatipn

st

India, 2014




